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Flexible Mechanical Metamaterials: Solitary Waves and
Phase Transitions

Over the last two decades, metamaterials — materials whose properties are defined by their

structure rather than their composition — have been a magnet for scientists, generating significant

interest in the research community. In this dissertation, I explore the nonlinear mechanics of flex­

ible mechanical metamaterials (flexMMs) focusing on: (i) the propagation of solitary waves, and

(ii) structural phase transitions.

I first investigate the nonlinear dynamic behavior of flexMMs based on the rotating squares

mechanism. I experimentally and numerically demonstrate that this system supports the propaga­

tion of elastic vector solitons and construct a theoretical framework to capture them.

Next, I investigate the formation of multiple phases in the rotating squares systems and the

evolution of domain walls between these phases. I derive an analytical solution that captures the

profiles and locations of such domain walls and exploits it to guide the design of flexMMs with

new functionalities.

Finally, I explore topological phase transitions in micrometer­scale cellular flexMMs. I present

a two­tiered strategy based on swelling that is able to fast, reversibly, and robustly change the

fundamental topology of cellular lattices, e.g., connectivity and number of the nodes. I then harness

these topological changes to design active surfaces with tunable properties and functionalities.
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of θ along the y­direction for a 21 × 21 sample with an horizontal domain wall
at εyyapplied = 0%, −4% and −8%. (f) Modal displacement fields at εyyapplied = 0%
(f = 2811 Hz), −4% (f = 2812 Hz) and −8% (f = 2779 Hz). . . . . . . . . . . . . . . 57
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5.1 Strategy for topological transformation of cellular structures. (a­b), Schematic
illustration of topological transformation occurring at the architectural scale dur­
ing liquid immersion and evaporation (a), and corresponding changes in the poly­
mer network at the molecular scale (b). Since the liquid in the compartments evap­
orates prior to that inside the polymer network, the capillary forces introduced at
the air­liquid interface always act on the softened structure, enabling the structure
to deform, and the edges to be zipped together. This results in the formation of
new nodes (shown in orange and indicated by orange arrow on the right), and in
the disappearance or change in connectivity of the original nodes (shown in red).
(c) Schematics of the assembly of two adjacent walls from a cellular structure
characterized by angle α, edge length l, thickness b and height h. The walls are
stretched and folded by the capillary forces.(d) Contour plot of critical Young’s
modulus Ecr with respect to structural parameters α and(b) while the slenderness
ratio is fixed as l/b = 15. The star marker denotes the corresponding parameters
of the considered structure.(e) A list of commonly used polymeric materials and
their Young’s moduli in a dry state. In particular, the Young’s modulus of a liquid
crystalline polymer (LCP) changes reversibly from 23,000 kPa in the dry state
to 80kPa in the wet state.(f) Micrographs of an LCP microplate with dimensions
l = 100 μm, b = 7 μm and h = 70 μm after exposure to acetone.(g) Critical mod­
ulus Ecr as a function of swelling ratio δ. The star marker represents the swelling
ratio of the selected material. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
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5.2 Experimental characterization of the assembly and disassembly of a trian­
gular lattice. (a) Top view of the initial triangular micro­cellular structure im­
aged by scanning electron microscope (SEM). (b) Top and tilted views of the
assembled micro­cellular structure. The initial triangular lattice is transformed
to a hexagonal lattice upon application of an acetone droplet. One of the new
nodes is marked with an orange circle, and one of the original nodes with a white
circle. (c) Profilometer 3D surface topography of the initial (top) and assembled
microstructure (bottom). While the top surface of the original structure is planar,
the assembled structure contains nodes of two different heights due to the deforma­
tion of the walls. (d) Fluorescence confocal (FC) images of the microstructures
at different stages of the assembly. Rhodamine B was co­polymerized into the
polymer for characterization by FC microscopy. (e) Schematic representation of
the generalized mechanism of the disassembly process showing how the mixture
of two different liquids decouples the two scales, with one, highly volatile liquid,
acting at the molecular scale and another, chemically inert, less volatile liquid,
returning the structure to its original state at the micron scale. (f) Fluorescence
confocal images of the LCP microstructures at different stages during the disas­
sembly induced by the DCM:ethanol mixture at 2:1 ratio, with DCM swelling the
assembled structure significantly to disassociate the assembled walls, and ethanol
exerting capillary forces on a stiffened structure after evaporation of DCM. (g)
Selective trapping of intermediate stages by tuning the evaporation kinetics (im­
aged by SEM) using different solvent concentrations and polymer compositions.
All the presented structures are transformed from the assembled hexagonal lattice.
(h) Partial topological transformation of the initial triangular lattice into a hierar­
chical triangular lattice with two compartment sizes using a mixture of acetone
and ethanol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.3 Generalization of topological transformation principle. (a) Generalized lat­
tice consists of nodes with different angles. The edges forming the smallest angle
will undergo zipping for angle­guided capillary­driven transformations from: i,
Circular to square, ii, Rhombitrihexagonal to hybrid hexagonal, iii, Kagome to
hexagonal and iv, Rhombus to hexagonal. Note that compared to the triangular­
transformed and kagome­transformed hexagonal lattices, which are comprised of
nodes connecting three equal double­walls, nodes in the hexagonal lattice assem­
bled from the diamond structure comprise two single walls and one double wall –
resulting in additional anisotropy along the horizontal direction. (b) Multi­stimuli
deformation of molecularly aligned LCP diamond­shaped cellular structures with
director oriented along the z­axis. (c­d), Regional triangular­hexagonal transfor­
mations through localized multi­step assembly/disassembly. . . . . . . . . . . . . 71
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5.4 Exemplary applications of lattice structures undergoing topological transfor­
mations. (a) Information encryption. Heart shape and Harvard shield outlined by
the phase boundaries appear upon topological transformation of the triangular lat­
tice. The shape and location of phase boundaries are designed by manipulating
the distribution of the initial angular perturbations, with the nodes in the pink
regions encrypted to transform to a “Y” shape and nodes in the orange regions
to transform to an inverted “Y” (shown schematically on the left). (b) Particle
and bubble trapping/releasing through the closed chambers formed by topologi­
cal transformation. (c) Ball bouncing test to measure the resilience of the surface
before and after transformation. Note that the topological transformation is nec­
essary to change the coefficient of restitution, as simply­buckled and undeformed
structures show the same resilience. (d) Bandgaps at a particular frequency can
be tuned by capillarity­driven assembly for some lattices. Examples for bandgaps
in rhombitrihexagonal and Kagome lattices are shown. (e­f), Controlling surface
properties upon topological transformations: (e) Wetting;(f) Friction. . . . . . . . 73
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A.9 Comparison between experimental and numerical results for (a) experiment #1 and (b)
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Chapter 1

Introduction

1



1.1 Flexible mechanical metamaterials

Metamaterials — man­made structures with physical properties governed by their geometry rather

than compositions — usually consist of periodically arranged building elements that act together

to exhibit collective behaviors that surpass those of natural materials [6–8]. Over the past decades,

metamaterials have been designed to achieve exotic and unusual optical [9], acoustic [10], electro­

magnetic [7] and thermal [11] properties and functionalities.

Figure 1.1: Deformation of an elastomeric block with an array of circular holes subjected to uniaxial compres‐
sion [1].

More recently, mechanical metamaterials have emerged as an effective platform to control

motion, deformations, stresses, and mechanical energy. Mechanical metamaterials have enabled

the design of systems with unusual (zero or negative) values for familiar mechanical parameters,

such as Poisson’s ratio [12,13], compressibility [14] and thermal expansion [15,16]. Further, they also

provide opportunities to control linearmechanical waves in unprecedentedways [17] and to facilitate

applications such as nonreciprocal transmission [18,19], cloaking [20], and noise reduction [21–23].

While the field has initially focused on linear properties, more recently it has been shown that

non­linearities and instabilities can be exploited to further expand the range of achievable func­

tionalities [6]. One of the simplest examples of flexible mechanical metamaterials (flexMM) is a
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block of elastomer with a square array of circular holes (see Fig. 1.1). When this metamaterial is

uniaxially compressed, buckling of the beam­like ligaments triggers a sudden transformation of

the holes into a periodic pattern of alternating and mutually orthogonal ellipses, which leads to a

negative Poisson’s ratio [13]. Further, flexMM have been designed to realize systems with switch­

able properties [13,24] and programmable responses [25], reconfigurable structures [26], soft robots [27]

and mechanical logic devices [28].

In this dissertation, I further explore the nonlinear behavior of flexMMs, focusing on the rich

physics of solitary waves and phase transitions.

1.2 Solitary waves

Solitary waves are self­reinforcing wave packets that maintain their shapes and propagate at con­

stant velocities as a result of the balance between nonlinear and dispersive effects in the medium.

Solitary waves exhibit three key features [29]: (i) permanent form, (ii) localized profile, and (iii)

shape that does not change through collisions (except for a phase shift). These features led Zabusky

and Kruskal [29] to coin the name soliton (after photon, proton, etc) to emphasize the particle­like

character of these wave pulses. Solitary waves were first described by John Scott Russell in 1834,

where he observed nonlinear water wave packets propagating with stable shape and constant ve­

locity in the Union Canal in Scotland (see Fig. 1.2) [2,30]. Since then solitary waves have been

widely studied in various areas of science and engineering, including optics [31,32], electronics [33],

plasmonics [34,35], quantum mechanics [36], general relativity [37] and mechanics [38–40]. In mechani­

cal systems, solitary waves have been mostly studied in granular media, whose nonlinear response

originates from Hertz contact between grains [41,42].
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Figure 1.2: Recreation of a solitary wave on the Scott Russell Aqueduct on the Union Canal [2].
.

The complex and programmable deformation of flexMMs makes them an ideal platform to

engineer and control the propagation of solitary waves. Different from granular media whose

nonlinear response is solely determined by contact, the nonlinear response of flexMMs can be

tailored by tuning their geometry. By carefully choosing the geometry, a flexMM can be designed

to be either monostable or multistable or to support large internal rotations — features that have

been shown to result in interesting nonlinear dynamic phenomena.

1.3 Phase Transitions

Many forms of matter can exist in multiple phases with different microstructures and properties,

including ferroelectrics [43–45], ferromagnets [46,47], ferroelastics [48,49], shape memory alloys [49,50],

and liquid crystals [51]. The coexistence of two or more phases inevitably leads to the emergence

of domain walls — a narrow region that separates different phases. The existence and movement

of such domain walls have been exploited to enable logic operations [52], racetrack memory [53]

4



and line scanners for reading optical memories [54]. Although phase transitions and domain walls

have been mostly studied at the atomic scale, they can also emerge at the macroscopic scale in

multistable flexMMs [5,27,28,55–62], where they can be exploited to control elastic pulses [28,56,58,62],

encrypt information [5], as well as to design deployable structures [59] and phase transforming meta­

materials [55,57].

(a) (b) (c)

Figure 1.3: Strategies to reconfigure mechanical metamaterials at different scales using (a) swelling [3], (b) heat‐
ing [4] and (c) electric field [5].

In multiphase materials, different phases usually lead to different physical properties, there­

fore controllable phase transitions are often explored as a way to switch material properties. In

mechanical metamaterials, phase transitions via swelling [4,63,64], electromagnetic [5,65] actuation

and mechanical instabilities [24,26,66,67] have been harnessed as effective ways to build active struc­

tures with tunable properties and functionalities (see Fig. 1.3). For example, by applying voltage

onto a silicon­coated tetragonal micro lattice, it can be transformed from a perfect square lattice to

a sinusoidal buckling pattern in a controllable and ‘non­volatile’ way (see Fig. 1.3(c)), successfully

altering the dispersion relation of the structure and opening phononic bandgaps upon actuation [5].

However, it is very hard, if not impossible, for these global field based transformation methods
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(e.g., electric, magnetic, and heat fields) to change the fundamental topology of the structures, e.g.,

location, number and connectivity of nodes and compartments, which would profoundly affect

their acoustic [68–71], electrical [72], chemical [73,74], mechanical [75,76], and optical [77] properties, as

well as heat [68,78], fluid [79,80] and particle transport [81]. To change the topology of the architectures,

one needs to reorganize and repack around each individual node, and coordinately bend, stretch

and even fold every wall, which requires a sophisticated localized force field. In chapter 5, we

present a two­tiered dynamic strategy that can systematically transform the fundamental topology

of microscale cellular flexMMs with merely a droplet of liquid. The strategy is widely applicable

to different geometries, materials, and dimensions and leads to a variety of functionalities.

1.4 Dissertation Overview

Each chapter of this thesis is based on a first­author or co­first­author article published in a peer­

reviewed journal and the corresponding supplementary information is included as Appendices.

First, in chapter 2, I investigate the nonlinear dynamic behavior of a highly nonlinear flexMM

based on the rotating squares mechanism and reveal the propagation of elastic vector solitons. The

coupling between the two components of the vector solitons gives rise to a unique feature: the

emergence of amplitude gaps ­ ranges in amplitude where elastic soliton propagation is forbidden

due to the lack of coupling between its two components. We establish a theory that fully captures

the propagation of these waves and exploit this theory to control the propagation of large amplitude

vibrations in unprecedented ways, as demonstrated by the design of soliton splitters and diodes.

In chapter 3, I study the collisions between such vector solitons and discover anomalous interac­

tions between them. Although solitons are known to emerge unchanged from collisions, the vector
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solitons repel each other upon collision if they exhibit different polarization directions. Our analy­

sis reveals that such anomalous collisions are a consequence of the large­amplitude characteristics

and the vectorial nature of the solitons, which locally modify the properties of the underlying me­

dia. The rich interactions between solitons pave new ways towards the advanced control of large

amplitude mechanical pulses enabling remote detection, control, and destruction of high­impact

signals.

In chapter 4, I use a combination of experimental, numerical, and theoretical tools to engineer

the domain walls in a flexMM based on the rotating squares mechanism. Upon uniaxial com­

pression, the flexMM bifurcates into two buckling­induced phases that we refer to as phase+ and

phase−. By introducing defects into the system that locally nucleate one of the two phases, we can

controllably guide the system to transition into either phase+ or phase−. Interestingly, when such

phase­inducing defects are arranged such that two phases coexist, a domain wall emerges across

which the angle of squares switches from one direction of rotation to another. We develop a theo­

retical model that fully captures the profile and position of a domain wall as a function of applied

strain. With the guidance of this theoretical model, we reveal that the flexMM creates long­range

interactions between the local defects through domain walls, which ultimately affect the global

mechanical properties of the structure and lead to applications such as information encryption,

stiffness tuning, and waveguiding.

Finally, in chapter 5, I develop a new strategy to transform the topology of flexMMs at the

micro­scale. Our approach only requires exposing the structure to a select liquid. At the molec­

ular scale, the liquid first infiltrates the constitutive material making it three orders of magnitude

softer, and then upon evaporation, the remaining liquid forms a network of capillary forces acting

at architectural scale (which is micrometer scale in this study) to ‘zip’ the softened edges into a
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new topology. The transformed structure then regains its stiffness after full evaporation of the liq­

uid. Compared to existing transformation methods that fail to change the underlying topology, our

method enables extremely fast (∼10 s), robust, and highly reversible topological transformations

and is compatible with simple fabrications. We develop a generalized theoretical model that links

structural geometries, material properties and capillary forces, which helps the design of more com­

plex structural geometries and the integration with responsive materials. The topological changes

can be reined to develop smart surfaces that can encrypt information, trap selective particles, re­

lease bubbles at precise positions, change friction, wetting, and resilience proprieties.

This dissertation does not contain all of the papers that I published during my graduate studies

at Harvard. A complete list of contributions can be found in the Section ‘List of Publications’ at

the end of the dissertation.
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Chapter 2

Metamaterials with Amplitude Gaps for

Elastic Solitons

By: Bolei Deng, Pai Wang, Qi He, Vincent Tournat, Katia Bertoldi. Published in Nature Commu­

nications, on Aug. 24 2018. doi:10.1038/s41467­018­05908­9
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2.1 Abstract

We combine experimental, numerical and analytical tools to design highly nonlinear mechanical

metamaterials that exhibit a new phenomenon: gaps in amplitude for elastic vector solitons (i.e.

ranges in amplitude where elastic soliton propagation is forbidden). Such gaps are fundamentally

different from the spectral gaps in frequency typically observed in linear phononic crystals and

acousticmetamaterials and are induced by the lack of strong coupling between the two polarizations

of the vector soliton. We show that the amplitude gaps are a robust feature of our system and that

their width can be controlled both by varying the structural properties of the units and by breaking

the symmetry in the underlying geometry. Moreover, we demonstrate that amplitude gaps provide

new opportunities to manipulate highly nonlinear elastic pulses, as demonstrated by the designed

soliton splitters and diodes.

2.2 Introduction

Following John Scott Russell’s observation of nonlinear water wave packets propagating with sta­

ble shape and constant velocity in the Union Canal in Scotland [30], the unique properties of solitons

have been studied and exploited in many areas of science and engineering [31,82,83]. Focusing on

mechanical systems, granular crystals have been found to provide an effective platform for the

propagation of highly nonlinear solitary waves [83–86] and have enabled the design of impact mit­

igation layers [87], lenses [88], switches [89] and non­destructive detection techniques [90]. However,

the solitons observed in granular media are of scalar nature and lack of the multiple polarizations

typical of elastic waves propagating in solid materials.
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Polarization is an important property of vector waves like electromagnetic and elastic waves.

The ability to control the polarization of light has enabled a broad range of applications, including

optical communications, spectroscopy and microscopy [31,91,92]. Moreover, a broad range of new

functionality has been observed in elastic systems with architecture designed to manipulate both

the longitudinal and shear polarizations of linear elastic waves [19,93]. While the field initially fo­

cused on linear elastic vibrations, it has been recently shown that highly deformable mechanical

metamaterials can support elastic vector solitons with two polarizations ­ one translational and one

rotational [94], but the potential of such solitary waves in applications is unknown and remains to

be explored.

Here, we combine experimental, numerical and analytical tools to demonstrate that elastic vec­

tor solitons provide unique opportunities to manipulate the propagation of large amplitude vibra­

tions. Specifically, we show that in mechanical metamaterials based on rotating rigid units, both

the amplitude of the propagating waves and the symmetry of the underlying building blocks can

be used to significantly alter the coupling between the two polarizational components of the vector

solitons. We find that such control of the coupling strength results in the emergence of a new phe­

nomenon: the formation of amplitude gaps for solitons. Notably, this new effect can be exploited

to realize devices capable of controlling and manipulating the propagation of large amplitude vi­

brations in unprecedented ways, as demonstrated by the design of soliton splitters and diodes.

2.3 Metamaterial Design and Characterization

Our system consists of a long chain of 2×50 rigid crosses made of LEGO bricks [95] with arm

length la = 19 mm connected by thin and flexible hinges made of polyester plastic sheets (Artus

11



Corporation, NJ) with length lh = 4 mm and thickness th = 0.127 mm, resulting in a spatial period­

icity a = 2la + lh = 42 mm (Fig. 2.1(a) ­ see section A1 and Supplementary Video 1 for details on

fabrication). To investigate the propagation of elastic pulses in the system, we place the chain (sup­

ported by pins to minimize frictions) on a smooth horizontal surface and use an impactor excited

by a pendulum to hit the mid­point at its left end (see Fig. 2.1(b)­top and Supplementary Video

2).We apply different input signals to the chain by varying both the initial height of the striking

pendulum and the distance traveled by the impactor and find that all of them initiate simultaneous

rotation and displacement of the rigid units, with each pair of crosses in a column sharing the same

displacement and rotating by the same amount, but in opposite directions (i.e. if the top unit ro­

tates by a certain amount in clockwise direction, then the bottom one rotates by the same amount in

counter­clockwise direction, and vice versa). To monitor the displacement, ui, and rotation, θi, of

the i­th pair of crosses along the chain as the pulse propagates, we use a high speed camera (SONY

RX100V) and track markers via digital image processing (see section A.2).

In Fig. 2.1(c) we report the evolution of the rotation and longitudinal displacement of the sec­

ond and fortieth pairs of crosses as a function of time during two different experiments. We find

that when the amplitude of the input signal is large (A2 = max(θ2(t)) = 13◦ in experiment #1) the

pulse that propagates through the system conserves its amplitude and shape in both degrees of free­

dom. Differently, for inputs with small amplitude (A2 = 5◦ in experiment #2), the output signal

is severely distorted compared to the input one (see Supplementary Video 3). While in Fig. 2.1(c)

we focus on two representative experiments, all our experimental results are summarized as trian­

gular markers in Figs. 2.1(e) and 2.1(f), where we present the measured transmission, A40/A2 (with

A40 = max(θ40(t))), and cross­correlation of θ2(t) and θ40(t) as a function of the amplitude of the

input signal, A2. We find that if A2 ≳ 7◦ both the transmission and the cross­correlation approach

12
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Figure 2.1: Propagation of elastic vector solitons in a chain with all horizontal hinges aligned. (a) Few units of
our sample (Scale bar: 2 cm). (b) Schematics of our testing setup. (c) Evolution of the rotation and longitudi‐
nal displacement of the second and fortieth units as a function of time during two different experiments. (d)
Schematic of the system. (e) Measured transmission, A40/A2, as a function of the amplitude of the input signal,
A2. (f) Measured cross‐correlation of θ2(t) and θ40(t) as a function of the amplitude of the input signal, A2. (g)
Evolution of the pulse velocity c as a function of its amplitude. The grey region in (e)‐(g) highlights the ampli‐
tude gap as predicted by the continuum model. The error bars in (g) show the 95% confident interval of the
measured velocities and amplitudes of solitons in experiments. The corresponding error bars for simulation
results are too small to show.
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unity, suggesting that for large enough input signals the system supports the propagation of elastic

vector solitons. However, for input amplitudes below ∼ 7◦ a transition occurs and both the trans­

mission and the cross­correlation significantly and systematically decrease. This indicates that our

systemmight only support the propagation of solitary waves with amplitude above a certain thresh­

old, manifesting a gap in amplitude for 0◦ ≲ A2 ≲ 7◦.

2.4 Discrete and Continuum Models

To better understand these experimental results, we establish a discrete model in which the

crosses are represented as rigid bodies of mass m and rotational inertia J. Guided by our exper­

iments, we assume that the system has an horizontal line of symmetry and assign two degrees

of freedom (ui and θi) to the top unit of the i­th pair of crosses (Fig. 2.1(d)). As for the flexible

hinges, they are modeled using a combination of three linear springs: their stretching is captured

by a spring with stiffness kl; their shearing is described by a spring with stiffness ks; their bending

is modeled by a torsional spring with stiffness kθ. Under these assumptions, the dimensionless

equations of motion for the i­th top unit are given by (see section A.3)

∂2Ui
∂T2

= Ui+1 − 2Ui + Ui−1 −
1
2
(cos θi+1 − cos θi−1) ,

1
α2

∂2θi
∂T2

= −Kθ(θi+1 + 4θi + θi−1) + Ks cos θi
[
sin θi+1 + sin θi−1 − 2 sin θi

]
− sin θi

[
2 (Ui+1 − Ui−1) + 4− cos θi+1 − 2 cos θi − cos θi−1

]
,

(2.1)

where Ui = ui/a, T = t
√
kl/m, Kθ = 4kθ/(kla2), Ks = ks/kl and α = a

√
m/(4J) are all non­

dimensional parameters, which in our system are measured as Ks = 0.02, Kθ = 1.5 × 10−4 and
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α = 1.8. Note that, as shown in Fig. 2.1(d), to facilitate the analysis in our model we define the

positive direction of rotation alternatively for neighboring crosses (i.e., if for the i­th top unit a

clockwise rotation is positive, then for the (i− 1)­th and (i+ 1)­th ones counterclockwise rotation

is positive).

We start by numerically solving Eqs. (2.1) using the Runge­Kutta method (the code imple­

mented inMATLAB is available online). In our numerical analysis we consider a chain comprising

150 pairs of crosses, apply a longitudinal displacement with the formUinput = b+b tanh [(T− T0)/w]

to the mid­point at its left end (see section A.3), and implement free­boundary conditions at its right

end. In Figs. 2.1(e­f) we report as gray circular markers the results of 480 analyses in which we sys­

tematically change the applied displacement Uinput (with b ∈ [0, 0.75], w ∈ [50, 100] and T0 = 400).

In good agreement with our experimental data, we find that for A2 ≲ 6◦ the signal does not preserve

its amplitude and shape as it propagates through the structure. As such, these numerical results also

point to the existence of an amplitude gap for solitons.

2.5 Amplitude Gaps for Solitons

To confirm the existence of such amplitude gap, we further simplify Eqs. (2.1) to obtain an

analytical solution. To this end, we assume that the wavelength of the propagating waves is much

wider than the cell size and that θ ≪ 1, take the continuum limit of Eqs. (2.1) and retain nonlinear

terms up to the third order, obtaining (see section A.4)

∂2U
∂T2

=
∂2U
∂X2

+ θ
∂θ
∂X

,

1
α2

∂2θ
∂T2

= (Ks − Kθ)
∂2θ
∂X2

− 4
[
3Kθ
2

+
∂U
∂X

]
θ− 2θ3,

(2.2)
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where X = x/a (x denoting the initial position along the chain) and U(X,T) and θ(X,T) are two

continuous functions of X and T. It is easy to show that Eqs. (2.2) admits an analytical solution in

the form of an elastic vector soliton with two components [96]


θ = A sech

(
X− cT
W

)
,

U =
A2W

2(1− c2)

[
1− tanh

(
X− cT
W

)]
,

(2.3)

where c is the pulse velocity, and A and W are the amplitude and width of the solitary wave, which

can be expressed in terms of c and the structural parameters as (see section A.4)

A = ±
√
6Kθ(1− c2)

c2
, and W =

√
α2(Ks − Kθ)− c2

6α2Kθ
. (2.4)

At this point it is important to note that, since the width W needs to be real­valued

c2 < α2(Ks − Kθ), (2.5)

yielding

|A| > Aupper =

√
6Kθ

α2(Ks − Kθ)
− 6Kθ. (2.6)

Condition (3.5) clearly indicates that our system has an amplitude gap for solitons, since only soli­

tary waves with amplitude greater than Aupper = 6.55◦ are physically admissible solutions. Such

amplitude gap is reported as shaded area in Figs. 2.1(e­f) and is in excellent agreement with our

numerical and experimental results. Note that this gap (and the associated amplitude threshold

Aupper below which solitary waves cannot propagate) is fundamentally different from the nonlinear
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supratransmission effect (limited to weakly nonlinear periodic waves with certain frequency [97]),

classical amplitude­dependent dissipation [98] and so­called ”sonic vacuum” found in not precom­

pressed granular chains [99]. The amplitude gaps for solitons reported in ourwork are robust features

of the system, intrinsically determined by its architecture and its ability to support elastic vector

solitons.

Looking into the mechanism behind the emergence of this amplitude gap, it is important to

note that the propagation of vector solitons requires a strong coupling among different polariza­

tions [100,101]. However, Eqs. (2.2) show that the coefficients of the coupling terms in our structure

are proportional to θ, so that large enough rotations are needed in order to activate them and en­

able the propagation of vector solitons (see section A.5). Finally, to further verify the validity of

our continuum model, in Fig. 2.1(g) we compare the relation between A and c as predicted by our

analysis (magenta line) and measured in our experiments (triangular markers) and numerical direct

simulations (circular markers) and find good agreement among all three sets of data.

2.6 Enhanced Tunability via Symmetry Breaking

Eq. (3.5) indicates that in our system the width of the amplitude gap can be controlled by

changing Ks, Kθ and α (see Fig. A14). More excitingly, the tunability and functionality of the

proposed mechanical metamaterial can be further enhanced by breaking the symmetry in each rigid

cross to alter the coupling strength between the two polarizational components. In our system this is

achieved by shifting neighboring horizontal hinges by a tanφ0 in vertical direction (see Fig. 2.2(a)

and Supplementary Video 4). While for the chain with all horizontal hinges aligned (for which

φ0 = 0◦) the energy cost to rotate any unit in clockwise and counter­clockwise directions is identical,
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Figure 2.2: Propagation of elastic vector solitons in a chain with vertically shifted neighboring horizontal
hinges. (a) Schematic of the system. Neighboring horizontal hinges are shifted by a tanφ0 in vertical direction.
(b) Evolution of the amplitude gap as a function of the angle φ0. (c) Few units of our sample characterized by
φ0 = 5◦ (Scale bar: 2 cm). (d) Measured transmission, A40/A2, as a function of the amplitude of the input signal,
A2. (e) Measured cross‐correlation of θ2(t) and θ40(t) as a function of the amplitude of the input signal, A2. (f)
Evolution of the pulse velocity c as a function of its amplitude. The grey region in (b) and (d)‐(f) highlights the
amplitude gap as predicted by the continuum model. The error bars in (f) show the 95% confident interval of
the measured velocities and amplitudes of solitons in experiments. The corresponding error bars for simula‐
tion results are too small to show.

the hinges shifting (i.e. φ0 ̸= 0◦) introduces a disparity between the two directions of rotation.

Under compression in longitudinal direction, for all units of the shifted chain with the left hinge

higher than the right one it is energetically more favorable to rotate in clockwise direction, while for

the ones with a lower left hinge rotations in counter­clockwise direction are preferred (Figs. 2.2(a)

and Fig. A6). By extending our analytical model to units with φ0 ̸= 0◦ and assuming for each

unit the positive direction of rotation to be the one that is naturally induced by compression, we

find that such disparity introduced by the asymmetry is reflected in the amplitude gap (see section

A.5). For the aligned chain (i.e. for φ0 = 0◦) the upper (Aupper) and lower (Alower) limits of the

amplitude gap are identical in magnitude (i.e. Alower = −Aupper, so that in Figs. 2.1(c) and d we
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only show Aupper). By contrast, as a result of the bias introduced by the hinges shifting, when

φ0 increases, |Alower| and Aupper become larger and smaller, respectively (see section A.5). We

also find that a critical angle φcr
0 exists at which Aupper vanishes. In structures with φ0 > φcr

0 all

solitons that induce an energetically favorable rotation at the i­th pair of crosses can propagate

through the system, regardless of their magnitude. The validity of our analysis is confirmed by

numerical simulations and experiments conducted on a chain comprising 2×50 and 2×150 crosses

characterized by φ0 = 5◦, respectively. For such system our continuum model predicts Aupper = 0◦

and Alower = −20.91◦. In agreement with this analytical prediction, the amplitude transmission

ratio and signal shape cross­correlation between the input, θ2(t), and the output, θ40(t), measured in

both experiments and discrete simulations significantly drop when the input amplitude falls inside

the gap (Figs. 2.2(d­e)). Moreover, the numerical and experimental data also closely match the

amplitude­velocity relation predicted by our continuum model (Fig. 2.2(f)), confirming that the

hinges shifting induces an asymmetric gap.

2.7 Functional Devices Based on Amplitude Gaps

Having discovered the existence of amplitude gaps in our system, we next focus on how such

effect can be exploited to design new functional devices to control mechanical signals, and, there­

fore, to provide new opportunities for phononic computing and mechanical logic. In analogy to

beam splitters [102], which are widely used in photonics to split an incident light beam into two or

more beams, we start by taking advantage of amplitude gaps to design a soliton splitter ­ a device

capable of splitting an incoming elastic vector soliton into a transmitted and a reflected ones. Re­

markably, this can be achieved by simply introducing a pair of stiffer hinges within an aligned

chain with φ0 = 0◦. To demonstrate the concept we take our 2 × 50 sample with φ0 = 0◦ and
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Figure 2.3: Soliton splitter. (a) Schematics of our soliton splitter. A pair of stiffer hinges (with stiffness Kd
s and

Kd
θ) is introduced to connect the 24th and the 25th pairs of crosses. (b) Rotation of the pairs of crosses during

the propagation of the pulse, as recorded with our high‐speed camera. The location of the stiff pair of hinges
is indicated by the dashed red line. (c and d) Simulations corresponding to the experiments shown in B. The
numerical analysis are conducted on a 2 × 1000 chain with symmetric crosses characterized by φ0 = 0◦ and a
pair of stiffer hinges placed between the 500th and the 501st units. (e and f) Numerical results for a 2 × 1000
chain with asymmetric crosses characterized by φ0 = 5◦ and a pair of stiffer hinges placed between the 500th
and the 501st units.

introduce two stiffer hinges (made of polyester sheets with thickness tdh = 0.635mm) to connect

the 24th and the 25th pairs of units (Fig. 2.3(a)). We find that, if the amplitude of the input signal

is large enough to be outside the amplitude gap, the excited solitary wave is split into two pulses

by the pair of stiffer hinges (see Fig. 2.3(b)). To better understand the nature of the transmitted

and reflected waves, we integrate Eqs. (2.1) to simulate the response of a chain comprising 1000

units with φ0 = 0 and a pair of stiffer hinges (with stiffness Kd
s and Kd

θ) connecting the 500th and

501st rigid crosses. The numerical results for a chain with Kd
s/Ks = Kd

θ/Kθ = 30 are shown in
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Figs. 2.3(c­d). We find that the pair of stiffer hinges split the incoming soliton into two pulses that

propagate with stable shape and constant velocity and that no trains of solitons are generated. As

for the radiation of linear waves, we find that the interaction between the incoming solitary wave

and the stiffer pair of hinges generates only translational vibrations, since the frequency content

of our solitons overlaps with a low­frequency band gap for rotation. However, we estimate that

only 4% of the energy carried by the incoming soliton is finally transferred to translational linear

vibrations (see Supplementary Notes 8­10). As such, these results clearly indicate that our simple

structure acts as a splitter for solitons. Note that this behavior is remarkably different from that

previously observed in unloaded granular chains, where heterogeneities have been found to split

the propagating solitary wave into trains of solitons and to generate stress oscillations localized

near the impurities [103]. Such difference is due to the presence of the amplitude gap, which in our

mechanical metamaterial prevents fragmentation of the propagating pulse by suppressing the prop­

agation of small amplitude solitons. To demonstrate this important point, we simulate the response

of a 2× 1000 chain with φ0 = 5◦ and a pair of stiffer hinges in the middle. Note that this structures

enables the propagation of solitary waves of any amplitude if they induce energetically favorable

rotations (since Aupper = 0◦ and there is no amplitude gap for such waves). We find that, when such

waves are excited and hit the pair of stiffer hinges, trains of pulses are generated (see Fig. 2.3(e)

and f), confirming the important role played by the amplitude gap. Finally, our numerical results

also indicate that our soliton splitter is a robust device, since the ratio between the energy carried

by the transmitted and reflected solitons only depends on the ratio Kd
s/Ks = Kd

θ/Kθ and not on the

amplitude of the input signal, with the amount of reflected energy monotonically increasing with

the stiffness ratio (see Fig. A23).

Further, we design a mechanical diode [104] for solitary waves – a system that is transparent to
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Figure 2.4: Mechanical diode. (a) Schematics of our mechanical diode. (b) Optical images showing the prop‐
agation of a solitary wave excited at the left end of the chain. (c) Rotation of the pairs of crosses induced by
a pulse excited at the left of the chain. (d) Optical images showing the propagation of a solitary wave excited
at the right end of the chain. (e) Rotation of the pairs of crosses induced by a pulse excited at the right of the
chain. (f) Schematic highlighting the working principles of our mechanical diode. (g) Measured transmission,
|A40/A10|, as a function of the input amplitude, |A10|, for pulses excited at the left end of the chain. (h) Mea‐
sured transmission, |A10/A40|, as a function of the input amplitude, |A40|, for pulses excited at the right end of
the chain.

solitons incoming from one direction but blocks those propagating in the other one. While such

nonreciprocal wave transmission has been previously reported for periodic waves [105–107], irre­

versible transition waves [28] and wave packets [108], here we extend the concept to solitary wave

pulses. To achieve this, we introduce a few pairs of crosses with φ0 ̸= 0within a chain with φ0 = 0◦.
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More specifically, our diode comprises two external sections with 2N and (2N+ 1) pairs of crosses

characterized by φ0 = 0 and a central portion consisting of 2Na pairs of crosses with φ0 = 5◦

(Fig. 2.4(a)). Experiments conducted on a sample with N = 12, Na = 3 and the section with 2N+ 1

units placed on the left show that a pulse initiated at the left end propagates through the entire

structure (Figs. 2.4(b­c)), while a solitary wave excited at the right end is completely reflected by

the boundary between the regions with φ0 = 0◦ and 5◦ (Figs. 2.4(d­e)). This remarkable behavior

is induced by the asymmetric amplitude gap of the region with φ0 = 5◦. Solitons excited at the

left end of the chain induce energetically favorable rotations at the units with φ0 = 5◦ and, since

there is no amplitude gap for such waves (i.e. Aφ0=5◦
upper = 0), they are able to propagate through

the entire chain (Fig. 2.4(f)). In contrast, solitons initiated at the right end of the chain result in

energetically unfavorable rotations for the crosses with φ0 = 5◦ and, since Aφ0=5◦
lower << Aφ0=0◦

lower , they

are almost completely blocked by the boundary between aligned and shifted crosses (Fig. 2.4(f)).

To explore the performance of our mechanical diode, we apply different input signals at the left

and right end of the chain in both experiments and discrete simulations. We find that for all pulses

with amplitude larger than Aφ0=0
upper = 6.55◦ initiated at the left end of the system the transmission,

|A40|/|A10|, approaches unity (Fig. 2.4(g)). Differently, when the excitation is applied at the right

end of the chain, the transmission, |A10|/|A40|, is close to zero even if the amplitude of the input

signal is outside the gap of the region with φ0 = 0 (i.e. |A40| > Aφ0=0
upper). However, as typically

observed in electronic and thermal diodes [109], if the amplitude of the pulses becomes too large,

the diode experiences a condition known as breakdown. As a result, solitary waves with amplitude

larger than Abr ≈ 15◦ propagate through the diode (i.e. if |A40| > Abr ≈ 15◦, then |A10|/|A40| ∼ 0.6 ­

see section A.11 for a detailed numerical study on the dependency of Abr on φ0 and Na).
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2.8 Discussion

In this study, we have experimentally observed, numerically simulated and mathematically ana­

lyzed the existence of amplitude gaps for elastic vector solitons in highly deformable mechanical

metamaterials consisting of rigid units and elastic hinges. First, we have shown that such amplitude

gaps can be tuned by altering both the structural parameters and the symmetry of the crosses. Then,

we have demonstrated that amplitude gaps can be exploited to design clean splitters and diodes for

highly nonlinear solitary waves. In recent years, many strategies have been proposed to manipu­

late the propagation of elastic waves [107,110], enabling a wide range of applications such as spatial

guiding [111–113], frequency filtering [24,114,115], noise/impact mitigation [116,117] and non­reciprocal

transmission [19,118]. However, the vast majority of devices focus on small­amplitude vibrations

and take advantage of spectral gaps in frequency [107,110? ]. As such, our study on amplitude gaps

for highly nonlinear solitary waves adds a whole new dimension to our ability to design structures

and materials with tailored dynamic behavior and open avenues for potential technological break­

throughs.
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Chapter 3

Anomalous Collisions of Elastic Vector

Solitons in Mechanical Metamaterials

By: Bolei Deng, Vincent Tournat, Pai Wang Katia Bertoldi. Published in Physical Review Letters,

on Feb. 1 2019. doi:10.1103/PhysRevLett.122.044101
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3.1 Abstract

We investigate via a combination of experiments and numerical analyses the collision of elastic

vector solitons in a chain of rigid units connected by flexible hinges. Due to the vectorial nature

of these solitons, very unusual behaviors are observed: while, as expected, the solitons emerge

unaltered from the collision if they excite rotations of the same direction, they do not penetrate

each other and instead repel one another if they induce rotations of opposite direction. Our analysis

reveals that such anomalous collisions are a consequence of the large­amplitude characteristics of

the solitons, which locally modify the properties of the underlying media. Specifically, their large

rotations create a significant barrier for pulses that excite rotations of opposite direction and this

may block their propagation. Our findings provide new insights into the collision dynamics of

elastic solitary waves. Furthermore, the observed anomalous collisions pave newways towards the

advanced control of large amplitude mechanical pulses, as they provide opportunities to remotely

detect, change or destruct high­amplitude signals and impacts.

3.2 Introduction

Collisions are one of the most fascinating features of solitary waves and have been investigated

in many areas of science, including optics [31,32], electronics [33], plasmonics [34,35], quantum me­

chanics [36], general relativity [37] and mechanics [38–40]. Typically, the solitons are found to emerge

from the collision unchanged (except for a phase shift [33,35,36] or the formation of small secondary

waves [38–40]), as if there had been no interaction at all. This remarkable behavior led Zabusky

and Kruskal [119] to coin the name ’soliton’ (after photon, proton, etc.), to emphasize the particle­
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like character of these wave pulses [29]. While passing through one another without change of

shape, amplitude, or speed is one of the defining properties of solitons [36], few exceptions have

been found for solitary waves that propagate in systems that are either damped or not fully inte­

grable. Specifically, the collision between a kink and its anti­kink pair has been shown to lead

to a trapped breather in the integrable sine­Gordon system with damping [82], to a localized bound

pair in the non­integrable φ4 model [120] and to different types of kinks in the non­integrable double

sine­Gordon model [82].

In this study, we focus on a mechanical metamaterial based on rotating rigid units [94,121–123]

and use a combination of experiments and numerical analyses to study the collisions between two

supported elastic vector solitons. Surprisingly, despite of the fact that the propagation of a single

soliton is accurately captured by the completely integrable modified Korteweg­de Vries (mKdV)

equation, not all solitary waves emerge unaltered from the collisions. If the propagating solitons

induce rotations of opposite direction at a given unit in the system, they repel each other upon

collision. We show that this highly unusual behavior is closely related to the vectorial nature of the

supported solitons, which in turn leads to the formation of amplitude gaps ­ ranges in amplitude

where elastic soliton propagation is forbidden. The large rotations induced by a soliton create a

barrier for pulses with rotational component of opposite sign that blocks their propagation. Our

study provides new insights into the collision dynamics of elastic solitary waves and reveals that in

vector solitons the coupling between the different components can lead to completely unexplored

and new phenomena.
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3.3 Elastic Vector Solitons

Our mechanical metamaterial consists of a chain of N pairs of rigid crosses connected by thin

and flexible hinges (see Fig. 3.1(a)). It has been recently shown that the propagation of a single

soliton in such system is accurately described by a nonlinear Klein­Gordon equation [121], which

can be rewritten in the form of the completely integrable mKdV equation [96]. The solution of

such equation indicates that the considered metamaterial supports the propagation of elastic vector

solitons that induce simultaneous longitudinal displacement ui and rotation θi at the i­th pair of

crosses, with all neighboring units rotating in opposite directions (see Fig. 3.1(a)). Specifically, ui

and θi are defined by [121] (see Supplementary Materials)

ui (t) =
aA2W

2(1− c2/c20)

[
1− tanh

(
ia− ct
W

)]
(3.1)

and

θi (t) = A sech
(
ia− ct
W

)
, (3.2)

where a denotes the center­to­center distance between neighboring units and c0 is the velocity of

the supported linear longitudinal waves in the long wavelength limit. Moreover, A, c andW denote

the amplitude, speed and width of the pulses, with speed and width that can be expressed in terms

of amplitude as

c = ±c0
√

6Kθ
A2 + 6Kθ

, (3.3)

and

W =
a
α

√
α2(Ks − Kθ)− 6Kθ/(A2 + 6Kθ)

6Kθ
. (3.4)
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where α represents the normalized mass, and Ks and Kθ are the normalized shear and bending

stiffnesses of the hinges. At this point it is important to note that the propagation of the vector

solitons defined by Eqs. (3.1) and (3.2) requires a strong coupling among their two components ui

and θi [100]. Since in our system such strong coupling is activated only for large enough rotations,

vector solitons with

|A| <

√
6Ks

α2(Ks − Kθ)
− 6Kθ (3.5)

cannot propagate, resulting in the emergence of amplitude gaps [121]. While Eq. (3.5) fully defines

the amplitude gap for a chain in which all hinges are aligned, pre­rotations of the crosses signif­

icantly increase the magnitude of the lower threshold, as they make the propagation of solitons

that induce energetically unfavourable rotation more difficult [121]. Notably, our analysis will re­

veal that such pre­rotation effect on the amplitude gap plays a central role in defining the collision

dynamics.

3.4 Anomalous Collisions Between Vector Solitons

To investigate the collision of solitons in our system, we test a structure comprising N = 50 pairs

of crosses made with LEGO bricks and connected via polyester plastic sheets. To initiate elastic

vector solitons, we use two impactors that induce simultaneous rotation and displacement of the

crosses at both ends of the sample (see Figs. 3.1(b) and (c), and Supplementary Materials). We

control the amplitude of the pulses by varying the maximum distance traveled by the impactors.

As for the direction of rotation imposed to the first and last pairs of crosses, we select it by using

two different types of impactors. Specifically, since we define as positive a clockwise (counter­
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clockwise) rotation of the top unit in the even (odd) pairs, we use an impactor that hits the mid­point

of the end pairs to excite positive θi (see Fig. 3.1(b)) and one that hits their external arms to excite

negative θi (see Fig. 3.1(c) ­ note that the direction of rotations imposed by the impactors changes

if the chain comprises an odd number of pairs, see Supplementary Materials). In addition to the

experiments, we also simulate the response of a chain with N = 500 pairs of crosses (to eliminate

possible boundary effects) by numerically integrating the 2N ordinary differential equations with

parameters α = 1.8, Ks = 0.02 and Kθ = 1.5× 10−4 [121].

In Figs. 3.1(e­f) and (h­i), we present experimental and numerical results for two sets of input

signals applied to the left and right ends of the chain. First, the impactors excite solitons with

amplitude Aleft = A10 = 0.2 and Aright = AN−10 = 0.2 (Ai being the amplitude of θi before the

collision). Both our experimental and numerical results indicate that the two pulses, which induce

rotations with the same direction at any given unit in the chain (see Fig. 3.1(d)), penetrate each

other without change of shape, amplitude or speed (see Fig. 3.1(e­f) and Supplementary Video 5).

As commonly observed when two solitons collide [33–40], only a slight time delay may be observed,

confirming that our metamaterial can respond similarly to a fully integrable system such as a KdV

system [82,124]. Second, we apply Aleft = −0.2 and Aright = 0.2 to excite two pulses that induce

rotations of opposite sign at any given unit (see Fig. 3.1(g)). Surprisingly, we find that in this

case the solitons do not penetrate each other and instead reflect one another (see Figs. 3.1(h­i) and

SupplementaryVideo 5). This phenomenon is especially visible from the absence of rotations of the

units in the center of the system. It is also important to note that, while in the experiments there is

inevitably some dissipation due to both friction and viscous effects, in our numerical simulation we

do not include any damping. As such, our results indicate that the observed anomalous collisions

are not due to the presence of damping or boundary effects, and are rather a robust feature of the
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Figure 3.1: Experiments on collisions between elastic vector solitons. (a) Schematic of the system. (b)‐(c)
Schematics of the impactors used to excite (b) positive and (c) negative rotations. (d) Schematic of our first
experiment. (e)‐(f) Rotation of the pairs of crosses during the propagation of the pulses, as recorded during
our first test in (e) experiments and (f) numerical simulations. (g) Schematic of our second experiment. (h)‐(i)
Rotation of the pairs of crosses during the propagation of the pulses, as recorded during our second test in (h)
experiments and (i) numerical simulations.

system.

To better understand how two colliding solitons interact in our system, we focus on the left­

initiated pulse and systematically investigate how it is affected by the collision with the right­
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Figure 3.2: Numerical simulations and complete phase diagram of vector soliton collisions. (a) Cross‐
correlation between θ10(t < tc) and θN−10(t > tc) as a function of Aleft for Aright = 0.2. Triangular markers
correspond to experimental data, while the black line is generated using numerical simulations. (b) Numerically
obtained cross‐correlation between θ10(t < tc) and θN−10(t > tc) as a function of Aleft and Aright. (c) Complete
picture of the collision dynamic between the pulses supported by the system. (d)‐(e) Rotations of the pairs of
crosses during the propagation of the pulses as found in numerical simulations for (d) (Aleft, Aright) = (‐0.3,0.22)
and (e) (0.08,0.3).

initiated one. To quantify such effect, we calculate the cross­correlation between θ10(t < tc) and

θN−10(t > tc) (tc denoting the time at which the collision occurs) as a function of Aleft, while keeping

Aright = 0.2. As shown in Fig. 3.2(a), we find that the response of the system is characterized by two

distinct regions. For Aleft < Aleft
lower = −0.28 and Aleft > Aleft

upper = 0.12 the left­initiated elastic vector

solitons propagate through the entire structure unaffected by the collision with the right­initiated
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pulses and the cross­correlation approaches unity. By contrast, for Aleft
lower < Aleft < Aleft

upper the left­

initiated pulse does not reach the other end of the chain and the cross­correlation is<< 1. Focusing

on this region of low cross­correlation, two recognizably different behaviors are observed. First,

for −0.12 < Aleft < Aleft
upper the cross­correlation approaches zero, since the propagation of the left­

initiated soliton is prevented by the amplitude gap of the chain defined by Eq. (3.5) (note that for

this range of amplitudes no collision occurs, since the left­initiated soliton dies before reaching the

right­initiated one). Second, for Aleft
lower < Aleft < −0.12 the cross­correlation approaches ­1. For

this range of amplitudes a solitary wave that induces rotations with direction opposite from those

excited by the left­initiated soliton is detected at the right end after collision ­ a clear signature of

an anomalous collision dynamics that results in the (partial or total) reflection of the right­initiated

soliton.

Next, we consider the effect on the collision of both Aleft and Aright. The heat map shown in

Fig. 3.2(b) confirms that, while typical collisions that do not alter the left­initiated soliton (resulting

in a cross­correlation that approaches 1) occur when the two colliding solitons induce rotation of

the same direction (i.e. Aleft Aright > 0), anomalous collisions that change the left­initiated pulse

(leading to a cross­correlation ≪ 1) may also exist when two colliding solitons induce rotations

of opposite direction (i.e. Aleft Aright < 0). We then construct a plot analogous to that shown in

Fig. 3.2(b), but focused on the right­initiated pulses by considering the cross­correlation between

θN−10(t < tc) and θ10(t > tc) (see Fig. B.7). By combining Fig. 3.2(b) with Fig. B.7, we find that

four different scenarios are possible upon collision (see Fig. 3.2(c)): (i) both solitons penetrate, as

typical for collisions between solitons (see yellow area in Fig. 3.2(c) and Figs. 3.1(d­e)); (ii) both

solitons are reflected ­ a clear signature of an anomalous collision (see dark blue area in Fig. 3.2(c)

and Figs. 3.1(g­h)); (iii) one soliton is blocked and the other penetrates ­ again signature of an
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anomalous collision (see shallow blue area in Fig. 3.2(c) and Fig. 3.2(d)); (iv) one or no soliton

travels through the system due to the existence of the amplitude gap, so that no collision occurs

(see green area in Fig. 3.2(c) and Fig. 3.2(e)). Therefore, our numerical investigation describes

quantitatively all possible two­solitons heads­on collisions and provides a complete picture of the

collision dynamic between the pulses supported by the system.

3.5 Amplitude Gap Theory with Frozen Solitons

The results of Figs. 3.1 and 3.2 reveal that our system supports anomalous collisions that alter the

characteristics of the solitons. Such surprising phenomenon can be fully explained via the concept

of amplitude gaps. The large rotations generated by a soliton effectively enlarge the amplitude

gap for pulses that induce rotations of opposite sign, stopping their propagation when they come

close enough. To demonstrate this important point, we freeze solitons of different amplitude Af

in the middle of the chain and numerically investigate their effect on the propagation of solitary

waves initiated at the left end. Specifically, we consider a chain in which the i­th pair of crosses is

rotated according to theoretical solution of soliton (see Fig. 3.3(a) and Supplementary Materials),

excite pulses of different amplitude Aleft at its left end and investigate the interaction between the

left­initiated soliton and the frozen perturbation by looking at the cross­correlation between θ10(t)

and θN−10(t). The numerical results reported in Fig. 3.3(b) clearly indicate that there is a well­

defined region in the Aleft­Af space resulting in left­initiated solitons that do not reach the right end

of the chain (note that in this region the cross­correlation is close to zero everywhere, as there is

no propagating right­initiated pulse that can be reflected).

Notably, we also find that the lower thresholds of the low cross­correlation region obtained
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f .

considering a frozen perturbation or a right­initiated pulse follow similar trends (see Fig. 3.3(b)).

However, there is a significant quantitative discrepancy between them that arises because the left­

initiated soliton interacts for a time Δt ∝ (cleft + cright)−1 with the right­initiated pulse (cleft and

cright denoting the velocities of the left­initiated and right­initiated solitary waves before collision,

respectively) and Δt ∝ c−1left with the frozen perturbation. To overcome this difference, we equate

the interaction times by shrinking the width of the frozen soliton according to

Weff
f =

cleft
cright + cleft

Wf , (3.6)

where cright is given by Eq. (3.3) with A = Af. Remarkably, by replacing the width of the frozen

solitons Wf with Weff
f , we find that the boundaries of the low cross­correlation region match ex­

tremely well the thresholds Aleft
upper and Aleft

lower (see Fig. 3.3(c)). As such, our analysis reveals that
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the anomalous collisions observed in our system are a consequence of the soliton large­amplitude

characteristics, which modify the properties of the underlying media. Specifically, the large rota­

tions induced in the chain by a pulse enlarge the amplitude gap for solitons that excite rotations of

opposite direction and this may block their propagation.

While in Figs. 3.1­3.3 we focus on the interaction between pulses initiated at the two ends of

the chain, anomalous collisions can also be triggered when the solitons are sequentially excited at

the same end. To demonstrate this, we numerically study the collision between two solitons with

amplitude Aleft,1 and Aleft,2 initiated at the left end at time t1 = 0 and t2 = 0.3s, respectively. We find

that if the two solitons excite rotations of the same sign and the second one is faster, the second

pulse penetrates and overtakes the first one, and neither of them change their amplitude, shape or

velocity (see Fig. 3.4(a)). By contrast, if the two solitons induce rotations of opposite sign, a single

pulse emerges from the collision with the same direction as the first one, but with larger amplitude

and, therefore, lower velocity (see Fig. 3.4(b)).

3.6 Applications

Having demonstrated that our system can support anomalous collisions that alter the characteristics

of the interacting solitons, we now explore how these unusual effects can be exploited to actively

manipulate and control the propagation of pulses. First, we note that anomalous collisions provide

opportunities to remotely induce changes in the propagation velocity of a soliton, as they can either

reverse (see Figs. 3.1(h­i)), increase (see Fig. 3.2(d)) or lower (see Fig. 3.4(b)) the pulses speed (see

also Fig. B.A). Second, we find that anomalous collisions can be exploited to probe the direction

of the rotations of a pulse by monitoring the ”echo” of a probing soliton (see Figs. 3.4(c) and B.8).
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Third, if the direction of rotations excited by the soliton is known, we can block its propagation by

sending a sequence of relatively small pulses with opposite rotation direction (see Figs. 3.4(d) and

B.8).

To summarize, our experiments show that anomalous interactions can occur for vector elastic

solitons supported by a mechanical metamaterial based on rigid rotating units. While two solitons

that induce rotations of the same direction penetrate each other when they meet, two solitons with

opposite rotational componentmay repel each other and change both their amplitudes and velocities

upon collision. Remarkably, our numerical analyses can fully explain the experimental findings

and provide a complete description of these exotic two­soliton interactions. The geometric changes

induced by one soliton significantly enlarge the effective amplitude gaps for other solitons with
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opposite rotational component and may block their propagation when they come close enough.

We envision that the reported anomalous collisions between solitons could be used for remote

control of the propagating nonlinear pulses, as they result in changes of the pulse velocity that can

be engineered to remotely detect, change or destruct high­impact signals.
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4.1 Abstract

Domain walls, commonly occurring at the interface of different phases in solid­state materials,

have recently been harnessed at the structural scale to enable new modes of functionality. Here,

we combine experimental, numerical and theoretical tools to investigate the domain walls emerging

upon uniaxial compression in a mechanical metamaterial based on the rotating­squares mechanism.

We first show that these interfaces can be generated and controlled by carefully arranging a few

phase­inducing defects. We establish an analytical model to capture the evolution of the domain

walls as a function of the applied deformation. We then employ this model as a guideline to realize

interfaces of complex shape. Finally, we show that the engineered domain walls modify the global

response of the metamaterial and can be effectively exploited to tune its stiffness as well as to guide

the propagation of elastic waves.

4.2 Significance Statement

Mechanical metamaterials are an interesting platform to reproduce atomistic­scale phenomena at

the macro­scale and to exploit them to achieve new functionalities. An interesting feature of many

ordered solid­state materials is the formation of domain walls that separate regions of different

phases. While these interfaces have been reproduced in a variety of mechanical materials, un­

derstanding of how to control them is still poor owing to their structural complexity. Here, we

use a combination of experimental, numerical and theoretical tools to engineer the domain walls

emerging upon uniaxial compression in a mechanical metamaterial based on the rotating­squares

mechanism. Our study reveals new territories in the mechanical metamaterials design space which
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could unlock new tools for information encryption, stiffness tuning and wave guiding.

4.3 Introduction

The coexistence of two or more phases plays a central role in many ordered solid­state materials,

including ferroelectrics [43–45], ferromagnets [46,47], ferroelastics [48,49], shape memory alloys [49,50]

and liquid crystals [51]. Despite being intrinsically different, these materials all share the emergence

of domain walls ­ a type of topological defect that separates regions of different phases [125]. Such

interfaces are crucial for the control of many material properties, including coercivity, resistance

and/or fatigue [126] and have also been exploited to enable logic operations [52], racetrack mem­

ory [53] and line scanners for reading optical memories [54]. Inspired by the recent advancements

in domain walls control strategies at the atomistic scale, a variety of non­linear mechanical struc­

tures have been designed to support these interfaces [5,27,28,55–62]. Domain walls engineered at the

structural scale have facilitated the control of elastic pulses [28,56,58,62], the encryption of informa­

tion [5] and the realization of deployable structures [59] as well as of phase transforming metamate­

rials [55,57]. However, due to the structural complexity of mechanical metamaterials, no analytical

solution has been proposed that fully describes the physics of such domain walls. This limits their

systematic application in the design of smart structures and devices and hinders the discovery of

new functionalities.

Here, we use a combination of experiments and analyses to study the domain walls emerging

in a mechanical metamaterial based on the rotating­squares mechanism. We start by introducing

defects into the system to locally impose nucleation of one of the two supported buckling­induced

rotated phases upon compression. Importantly, when such defects lead to the coexistence of two
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phaseswithin the specimen, domainwalls form, across which the angle of individual squares switch

from one direction of rotation to the other. We establish an analytical model that fully describes the

emerging domainwalls, including their profile and position as a function of the applied deformation.

Guided by our model, we then introduce pinning defects to reshape the energy landscape of the

system and, therefore, engineer domain walls along arbitrary complex paths. Based on our findings

we foresee the exploitation of domain walls in the realm of mechanical metamaterials to realize

novel functionalities, as we hereby demonstrate by achieving stiffness tuning and reconfigurable

elastic wave guiding.

4.4 FlexibleMechanicalMetamaterial Based on theRotating­

squares Mechanism

We consider an elastomeric structure of thickness t = 3mm comprising an array of 21 × 21 squares

with center­to­center distance a = 10 mm, connected at their vertices by ligaments with width and

length of 1 mm (Fig. 4.1(a) and (section C.1 for fabrication details)). In all our tests we uniaxially

compress the structure by applying a vertical displacement Δstage to the top edge (which results

in a nominal longitudinal strain ε
yy
applied = Δstage/(21a)), while using a transparent acrylic plate to

prevent its out­of­plane deformation. The deformation of the sample is captured with a camera

(SONY, RX100), and the position and rotation of the squares are tracked via image processing

conducted in Matlab (section C.2 for testing details). Under the applied compression, one of the

beam­like ligaments in the sample buckles first, because of immeasurable small imperfections

introduced during fabrication. This provides a unique nucleation site that leads to the formation of a
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uniform buckling pattern in which all squares alternately rotate in clockwise and counterclockwise

directions (Fig. 4.1(b) and Supplementary Video 6). Note that to facilitate the analysis, we define

the positive direction of rotation alternately for neighboring squares. Specifically, we choose the

square at the bottom­left corner to be unit [1, 1] and define a counter clockwise rotation of the [i, j]th

square (i.e. the square located on the ith row and jth column)positive if i+ j is an even number and

negative if i + j is odd (Fig. 4.1(a)). Using these definitions, we find that in our sample, buckling

induces a negative rotation of all squares. On the other hand, if the ligament that acts as a nucleation

site had buckled in the opposite direction, all units would have experienced a positive rotation.
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Figure 4.1: The rotating square system. (a) The system consists of a network of 21×21 square domains con‐
nected by thin ligaments. The positive direction of rotation alternates for neighboring squares: a counter
clockwise rotation of the [i, j]th square (the square located on the ith row and jth column) is defined positive
if i + j is an even number and negative if i + j is odd. (b) Deformation of the sample when subjected to
εyyapplied = −4%. The color indicates the rotation of the squares. (c) We model the system as an array of rigid
squares connected at their vertices by elastic springs. (d) Evolution of θst as a function of εyyst as predicted (solid
lines) and measured in our experiment (markers).

The non­linear behavior of our system can be captured using a discrete model comprising rigid

squares connected at their vertices by a combination of springs (Fig. 4.1(c)) [94,121,127–129]. Three
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Figure 4.2: Uniaxial compression of the rotating‐square structure with phase inducing defects. (a) Deforma‐
tion at εyyapplied = −4% of a sample with 8 phase‐inducing defects arranged to induce nucleation of phase+.
(b)‐(c) Deformation at (b) εyyapplied = −4% and (c) εyyapplied = −6% of a sample with 8 phase‐inducing defects ar‐
ranged to induce nucleation of phase+ near to the bottom boundary and phase‐ near the top one. Experimen‐
tal and numerical snapshots are shown on top and bottom, respectively. The color corresponds to the rotation
of the squares. Zoom‐ins of the defects are also shown. (d) Comparison between analytically predicted (solid
lines) and experimentally extracted (circular markers) evolution of the squares’ rotation θ across the sample for
different values of applied strain. (e) Analytically predicted evolution of the total energy of the structure as a
function of domain wall position y0 for different values of applied strain. (f) Evolution of the domain wall posi‐
tion y0 as a function of the applied strain εyyapplied as predicted by theory (continuous line), numerical simulations
(dashed line) and extracted from experiments (markers). (g) Evolution of the energy barrier ΔE as a function of
applied strain εyyapplied.

degrees of freedom are assigned to the [i, j]­th rigid square: (i) the displacement in x direction, u[i,j];

(ii) the displacement in y direction, v[i,j]; and (iii) the rotation around the z­axis, θ[i,j]. As for the

ligaments, their longitudinal and shearing response is captured by linear springs with stiffness kl

and ks respectively, whereas their bending behavior is modeled by using a non­linear hardening

rotational spring with linear and cubic terms that exert a torqueM = kθ(Δθ+ γΔθ3), where Δθ is the

relative rotation between the connected squares, kθ is the bending stiffness and γ is a dimensionless

parameter (section C.3.1). Note that for the structure considered in this study kl = 1080 N/m,

ks = 239 N/m, kθ = 1.62× 10−4 N·m and γ = 0.5 (section C.3.5). and that, to facilitate the analysis,
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we assume that the longitudinal and shearing springs are always parallel either to x or y axis (an

assumption which is valid only for small global rotations of the system). When adopting such

discrete model, the response of a structure comprising Nx×Ny units can be obtained by numerically

solving the 3NxNy coupled non­linear equations derived by imposing force equilibrium at each

square. Further, a deeper insight can be achieved by deriving analytical solutions. To this end,

we assume small rotation of the squares and take the continuum limit of the discrete equilibrium

equations to obtain (section C.4)

kl∂xxu+ ks∂yyu+ klθ∂xθ = 0, (4.1a)

kl∂yyv+ ks∂xxv+ klθ∂yθ = 0, (4.1b)

−a2(ksa2 − 4kθ)∇2θ+ 32kθθ+ 4
(
kla2 + 32γkθ

)
θ3

+4kla2(θ− θ3/6)
(
∂xu+ ∂yv

)
= 0,

(4.1c)

where ∂αf = ∂f/∂α, ∇2 = ∂xx + ∂yy, and u, v and θ are three continuum functions that interpolate

the discrete variables u[i,j], v[i,j] and θ[i,j] as,

u (x = a j, y = a i) = u[i,j],

v (x = a j, y = a i) = v[i,j],

θ (x = a j, y = a i) = θ[i,j].

(4.2)

The uniaxial compression loading considered in our experiments is then modeled by imposing

v
(
y = aNy

)
− v (y = a) = a(Ny − 1)εyyapplied, (4.3)

45



and

∂xu+ θ2/2 = 0, (4.4)

where Eq. (4.4) is obtained by requiring the longitudinal forces in all horizontal ligaments to vanish

(since the vertical edges of the structure are traction­free).

For the case of an homogeneous deformation (as that shown in Fig. 4.1(b)), both the rotation of

the squares and the longitudinal strain in y­direction are spatially constant (i.e. θ = θst and ∂yv = ε
yy
st ,

where θst and εyyst are the constant rotation and longitudinal strain). It follows that, when substituting

Eq. (4.4) into Eqs. (4.1), Eqs. (4.1a) and (4.1b) vanish, whereas Eq. (4.1c) becomes

(
1− (24γ+ 1)εyycr

3

)
θ3st + 2

(
ε
yy
st − εyycr

)
θst = 0, (4.5)

where εyycr = −8kθ/kla2. Further, Eq. (4.3) reduces to ε
yy
st = ε

yy
applied. Eq. (4.5) can be solved to obtain

the rotation of the squares, θst, as a function of the strain ε
yy
st as

θst =


0, ε

yy
st > ε

yy
cr

±

√
−6

(
ε
yy
st − ε

yy
cr
)

3− (24γ+ 1)εyycr
, ε

yy
st < ε

yy
cr

(4.6)

Eq. (4.6) defines the pitchfork­shape bifurcation diagram shown in Fig. 4.1(d). At εyycr the initially

stable solution (θst = 0) bifurcates into two new stable branches that correspond to positive and

negative rotation of the squares and, therefore, to the two buckling­induced phases supported by the

system (which we refer to as phase+ and phase­). Note that the evolution of the average rotation of

the squares as a function of εyyapplied extracted from the experiments (circular markers in Fig. 4.1(d))

nicely follows the phase­ branch, confirming the validity of our model.
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4.5 Phase­inducing Defects and Domain Walls

While in our sample the emerging buckling­induced phase is determined by unavoidable small

imperfections introduced during fabrication, one can impose a prescribed phase by placing stiff

plastic plates with length ld = 1.2a into selected holes to act as phase­inducing defects (Figs. 4.5(a)

and Fig. C.2). Such plates fully determine the buckling direction of the ligaments to which they are

connected and, therefore, depending on their position and orientation, can induce the formation of

either phase+ or phase­. To demonstrate our approach, we evenly distribute eight of such defects in

the holes next to the horizontal boundaries. We find that when the eight defects are located and ori­

ented as shown in Fig. 4.5(a) (see Fig. C.3 for details), they overcome the imperfections introduced

during fabrication and make phase+ appear upon buckling (Fig. 4.5(a) and Supplementary Video

7). Further, by simply rotating the defects next to the top boundary by 90 degrees (Fig. C.3), we

can get phase­ to propagate from the top boundary and phase+ from the bottom one (Fig. 4.5(b)).

This leads to the coexistence of two phases within the specimen and to the formation of a horizontal

domain wall in which the angles of individual squares switch from positive to negative values. For

ε
yy
applied = −4% such a domain wall is located near the center of the specimen. However, when the

applied compression is increased to ε
yy
applied = −6%, it shifts towards the bottom (Fig. 4.5(c) and

Supplementary Video 7).

To ensure that the phenomena observed in the experiments are not artifacts introduced by fric­

tion or unavoidable imperfections, we next conduct discrete simulations in which we model the

phase­inducing defects as stiff springs with stiffness kd ≫ kl and length at rest ld (section C.3.2).

We find a very good agreement between the numerical and experimental results (Figs. 4.5(a­c)),

with the simulations capturing both the deformation­induced shifting and thinning of the domain

47



walls (Supplementary Video 7 and Figs. C.12­18 for simulation results conducted on larger 51×51

structures).Having confirmed that our experimental observations emerge because of the bulk prop­

erties of the medium (rather than friction or geometrical imperfections), we then seek analytical

solutions to describe both the profile and position of the emerging domain walls. To this end, since

both our experiments and discrete simulations indicate that gradient of deformation along the do­

main wall are negligible (Figs. 4.5(b) and (c)), we assume that ∂x(·) = 0 (section C.4.1). It follows

that Eqs. (4.1) and (4.4) reduce to

dyyv+ θdyθ = 0, (4.7a)

−a2(ksa2 − 4kθ)dyyθ+ 32kθθ+ 2
(
kla2 + 64γkθ

)
θ3

+ 4kla2(θ− θ3/6)dyv = 0,
(4.7b)

Next, we integrate Eq. (4.7a) to obtain

dyv = −θ2/2+ C, (4.8)

where C is an integration constant that can be determined by assuming homogeneous deformation

inside each phase (i.e. far away from domain wall). Specifically, by imposing

∂yv
∣∣∣
phase±

= ε
yy
st , θ

∣∣∣
phase±

= ±θst, (4.9)

and using Eq. (4.5) to connect εyyst and θst, C is determined as

C = εyycr

[
1+

(24γ+ 1)θ2st
6

]
. (4.10)
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Finally, by substituting Eqs. (4.8) and (4.10) into Eq. (4.7b) we obtain

dyyθ =
16kθ (1+ 24γ)
3a2 (ksa2 − 4kθ)

θ(θ− θst)(θ+ θst). (4.11)

Eq. (4.11) has the form of the Klein­Gordon Equation with quadratic and cubic nonlinearities and

has been shown to admit analytical solutions of the form [27,96,122],

θ = θst tanh
y− y0
w

, (4.12)

where y0 denotes the position of domain wall and

w =
a
θst

√
3 (ks(a)2 − 4kθ)
8kθ (1+ 24γ)

, (4.13)

indicates its characteristic width. Having determined θ, the solution for the displacement field

u(x, y) and v(x, y) is then calculated by integrating Eqs. (4.4) and (4.8) and θst is determined as a

function of εyyapplied by imposing Eq. (4.3) (note that because of the existence of the domain wall

ε
yy
st ̸= ε

yy
applied (section C.4.1). At this point, it is worth noticing that by multiplying both sides of

Eq. (4.11) by dyθ and integrating with respect to y, its effective Lagrangian (from which Eq. (4.11)

can be retrieved by imposing dyL = 0) is obtained as

L =
1
2
(
dyθ

)2 − 1
w2

[
θ4

2θ2st
− θ2

]
. (4.14)

Remarkably, Eq. (4.14) is identical to the Lagrangian of the φ4 mode — a well­known model es­

tablished to describe second order phase transitions and domain walls in solid state materials [130].
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Next, we verify the validity of our analytical solution by comparing the evolution of the squares’

rotation across the sample as recorded in our tests and predicted by Eq. (4.12) (Fig. 4.5(d)). When

choosing y0 to best match the experimentally observed location of the domain wall (magenta lines

in Fig. 4.5(d)), we find an excellent agreement between analytical and experimental results, with

the analytical solution nicely capturing the deformation­induced thinning of the domain wall. How­

ever, it is important to note that y0 can also be calculated by minimizing the total energy of the sys­

tem, Etotal (SI Appendix, sections 3.3 and 4.2). As shown in Figs. 4.5(e), we find that initially (i.e.

for εyyapplied > −2.3%) Etotal is a convex function with a minimum located at the center of the speci­

men (i.e., at y0 = 11 a). However, as the applied compression is increased, it gradually turns into

a multi­welled landscape with a local maximum at the center and two minima that progressively

move towards the horizontal boundaries. Therefore, since the structure always seeks to minimize

its total energy, our model indicates that for εyyapplied < −2.3% the domain wall tends to shift towards

one of the horizontal boundaries (see solid line in Fig. 4.5(f)). While such shifting of the domain

wall is present in both our experiments and simulations, it is found to start for larger values of ap­

plied deformation in simulations (see markers and dashed line in Fig. 4.5(f)). Such discrepancy is

attributed to the small energy barrier ΔE for moderate levels of applied strain (Fig. 4.5(g)), which

makes the shifting very sensitive to imperfections and friction. However, despite this discrepancy,

the results of Fig. 4.5 indicate that our analytical model captures all the experimentally observed

salient features of the emerging domain walls.

50



4.6 Pinning Defects and Stable Domain Walls

As shown in Fig. 4.5, by carefully arranging a few phase­inducing defects in the metamaterial

we can induce the formation of a domain wall, whose location varies as a function of the applied

deformation. In order to program the position of the domain wall, one can prevent the rotation

of selected squares by introducing pinning defects consisting of square shaped rigid plates (with

size 0.95a × 0.95a) placed into neighboring holes (Fig. C.2). In Figs. 4.3(a) we present results

for a sample with four pinning defects equally spaced along a horizontal line (see Fig. C.4 for

details), in addition to the previous eight phase­inducing defects arranged as in Figs. 4.5(b) and

(c). We find that in this case the location of the domain wall is fully determined by the square

defects that act as pinning sites (see Fig. 4.3(a) for εyyapplied = −6% and Supplementary Video 8).

This is due to the pinning defects that modify the total energy of the system and make it convex

for any value of applied deformation, with a clear minimum at the defects’ locations (Fig. 4.3(b)

and Fig. C.19­20 for additional results). Moreover, we find that the density of the pinning defects

plays an important role. For example, it is possible to create a wavy domain wall by increasing the

spatial separation between defects. In Fig. 4.3(c) and Supplementary Video 8, we show a 60×21

sample (larger width to minimize boundary effects) with pinning defects separated by 10 holes

instead of 5. The competition between the pinning sites and the tendency of the domain wall to

shift towards the boundary to minimize the total energy, both cooperate in the formation of an

undulating phase separation (see Figs. S21­S23 for additional results). Finally, while in Fig. 4.3

we considered pinning defects positioned on the central line, the location of the domain wall can

be programmed at any location in the sample (see Fig. C.19 for additional results).
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Figure 4.3: The effects of pinning defects. (a) Deformation at εyyapplied = −6% of a sample with 4 pinning de‐
fects and 8 phase‐inducing defects. Experimental and numerical snapshots are shown on left and right, respec‐
tively. The color corresponds to the rotation of the squares. A zoom‐in of a pinning defect is also shown. (b)
Analytically predicted evolution of the total energy of the structure as a function of domain wall position y0 for
different values of applied strain. (c) Numerically predicted deformation at εyyapplied = −6% of structures com‐
prising 21 × 60 squares with pinning defect separated by 10 holes. The domain wall becomes wavy for large
enough values of applied compression.

4.7 Domain Walls with Arbitrary Orientations

The domain wall’s orientation can be easily varied by arranging the defects along lines that form

an angle φd with the horizontal axis. In Fig. 4.4(a) we show samples with 8 phase­inducing defects

linearly arranged and angled at φd = arctan(1/2) and π/4 to induce opposite phases across the

joining line (see Fig. C.3for details on the arrangement of the defects). We find that at εyyapplied =

−4% not only are the emerging domain walls shifted from the center of the region defined by the

line of defects, but they also have a very different orientation than that prescribed by the defects

(i.e. the domain wall forms an angle φ = 21◦ and 19◦ with the horizontal axis for φd = arctan(1/2)

and π/4, respectively ­ see also Supplementary Video 9). To understand this behavior, we extend
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Figure 4.4: Domain walls at different orientations. (a) Deformation at εyyapplied = −4% of a sample with 8 phase‐
inducing defects arranged along two lines that form an angle φd = arctan(1/2) and π/4 with the horizontal
axis. (b) Analytically predicted evolution of Etotal at εyyapplied = −4% as a function of ζ0 and φ. The triangu‐
lar marker corresponds to the configuration of the experimentally observed domain wall. (c) Deformation at
εyyapplied = −4% of a sample with 4 pinning defects in addition to 8 phase‐inducing defects arranged as in A. (d)
Analytically predicted evolution of Etotal at εyyapplied = −4% as a function of domain wall position ζ0 and orienta‐
tion φ. The triangular marker corresponds to the configuration of the experimentally observed domain wall. (e)
Numerically predicted deformation at εyyapplied = −4% for 51 × 51 structures with the pinning defects arranged
along complex paths (in addition to phase‐inducing defects to initiate phase+ and phase‐ at desired locations).
The color in all snapshots corresponds to the rotation of the squares.

our model to domain walls with φ ̸= 0 by introducing the local coordinates (Fig. 4.4(a))

ζ = x sinφ+ y cosφ, η = x cosφ− y sinφ. (4.15)
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When we neglect the variation of deformation along the domain wall (i.e. we assume ∂η(·) = 0),

we find that the profile of the domain wall is described by (section C.4.1),

θ = θst tanh
ζ− ζ0
w

, (4.16)

where ζ0 denotes the position along the ζ­axis of the domain wall and

w =
a
θst

√√√√ 3(ks(a)2 − 4kθ)

8kθ(1+ 24γ) + 3kskla2 sin2 φ
ks sin2 φ+kl cos2 φ

. (4.17)

Using the analytical solution given by Eq. (4.16), we then calculate the total energy of the

system as a function of the orientationφ and position ζ0 of the domainwall. As shown in Fig. 4.4(b),

we find that the domain walls observed in our experiments minimize Etotal (see also Figs. S24­

25). However, once again the position and orientation of the domain walls can be controlled by

introducing a few square pinning defects to reshape the energy landscape of the structure. For

example, by placing four pinning defects along a line which runs parallel to those defined by the

phase­inducing defects (Fig. 4.4(c) and SupplementaryVideo 9), we canmanipulateEtotal to assume

a single­welled landscape with a minimum at φ = φd and ζ0 = 21a/ cosφd (Fig. 4.4(d)). Hence,

given this energy landscape, the domain walls form exactly along the lines defined by the pinning

defects (Fig. 4.4(c)). Further, by arranging the pinning defects along complex paths and carefully

placing a few phase­inducing defects to initiate phase+ and phase­ at desired locations, information

in the form of arbitrary images can be encoded into the system, which can be revealed upon the

application of a large enough compressive load (Fig. 4.4(e) and Supplementary Video 9).
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4.8 Applications

Having demonstrated that domain walls can be engineered by arranging few defects in selected

locations, we then explore how these can be harnessed to enhance the static and dynamic behavior

of the system. To begin with, we focus on the effect of the domain walls on the non­linear stress­

strain response of the material. If we assume that near the horizontal boundaries of the structures

(i.e. far away from the domain wall) the deformation is homogeneous (i.e., θ = θst and ∂v/∂y = ε
yy
st ),

the averaged normal stress in the y­direction can be analytically obtained by taking the continuum

limit of the longitudinal forces acting on the vertical hinges as (section C.4.3)

σyy =
kl
t

(
ε
yy
st +

θ2st
2

)
. (4.18)

In the absence of domain walls (i.e. for the case of homogeneous deformation), εyyst = ε
yy
applied and θst

can be determined as a function of εyyapplied using Eq. (4.5). Differently, in the presence of a domain

wall θst and ε
yy
st are simultaneously determined as a function of ε

yy
applied by imposing Eqs. (4.3) and

(4.5). In Fig. 4.5(a) we report the stress­strain curves predicted by Eq. (4.18) for systems with and

without domain walls. We find that the structures become stiffer when a domain wall arises and

the two opposite phases interact.

Moreover, in Fig. 4.5(a) we compare the stress­strain curves predicted by our analytical model

with those numerically calculated and the ones measured experimentally in 21× 21 structures with

(i) no defects (green line) and (ii) eight phase­inducing defects arranged as in Figs. 4.5(b) and

(c) (magenta line). The good agreement between all set of data shows that our analytical model

has potential to complement numerical tools for the design of systems with a targeted mechanical

response. In its current form the model can only capture the response of systems with a single
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domain wall. However, we show in Fig. 4.5(b) that this stiffening effect can be amplified by the

interactions of multiple domain walls. Therefore our future work will aim at improving the current

analytical model to predict more complex scenarios with multiple domain walls.

Next, we study the effect of the domain walls on the propagation of small amplitude elastic

waves. To this end, we consider a metamaterial with alternating light (with mass m) and heavy

(with mass 3m/2) squares and numerically calculate its dispersion relations as a function of θst,

assuming a state of homogeneous deformation (Fig. 4.5(d) and section C.3.6). We find that for

θ = 0 (i.e. for unrotated squares) a complete band gap exists at frequency f = 3293 − 3674 Hz

(highlighted as the grey­shaded area in Fig. 4.5(c)), so that waves within this frequency range are

not expected to propagate in the system. However, as the rotation of the squares is increased,

this band gap shifts to a lower frequency range (f = 2652 − 2941 Hz ­ see Figs. 4.5(c) and (d)).

Importantly, since |θ| ∼ 0 within the domain wall and |θ| > 0 in the surrounding compressed

medium, such shifting can be harnessed to guide elastic waves along the paths defined by the

domain walls. Our analytical model can be used to predict the width of the propagating channels,

wchannel, at a given frequency f. To demonstrate this, we focus on f = 2800 Hz ­ a frequency for

which waves can propagate only if −0.25 < θ < 0.25 (Fig. 4.5(d)). In Fig. 4.5(e) we report the

evolution of θ predicted by Eq. (4.12) along the y­direction for a 21×21 sample at three different

deformation levels εyyapplied = 0%, −4% and −8%. The width of the propagating channels can be

easily determined by identifying the region in which −0.25 < θ < 0.25. For this specific case we

find that wchannel = 21a (entire structure), 8.0a and 5.5a at εyyapplied = 0, ­4% and ­8%, respectively.

Next, to verify these predictions, we report the eigenmodes associated to the frequency of f ∼ 2800

kHz at εyyapplied = 0, ­4% and ­8% for a system with defects arranged to form a horizontal domain
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Figure 4.5: Potential applications of domain walls in mechanical metamaterials. (a) Experimentally measured
(markers), numerically calculated (dashed lines) and theoretically predicted (solid lines) stress‐strain curves for
21 × 21 structures without domain wall and with a horizontal domain wall. Note that the numerical and ana‐
lytical predictions for the structure without domain wall match perfectly, so that the green solid and dashed
lines overlap. (b) Numerically calculated stress‐strain curve for 21 × 21 structures with two vertical domain
walls (blue line) and two perpendicular domain walls at φ = π/4 (red line). The corresponding deformations are
shown as insets. (c) Dispersion relations for planar elastic waves in the undeformed (θ = 0) and compressed
(θ = 0.4) configurations. (d) Evolution of the band gap frequency, f, as a function of the squares rotation θ. (e)
Evolution of θ along the y‐direction for a 21 × 21 sample with an horizontal domain wall at εyyapplied = 0%, −4%
and −8%. (f) Modal displacement fields at εyyapplied = 0% (f = 2811 Hz), −4% (f = 2812 Hz) and −8% (f = 2779
Hz).

wall (Fig. 4.5(f) and (section C.3.6)). As predicted by our continuummodel, we find that, when the

system is undeformed (i.e. for εyyapplied = 0%), the vibrations are spread through the entire structure.
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Differently, at εyyapplied = −4% and ­8% they are confined near the domain wall, in a prescribed

region. Importantly, the width of this region is very close to the one predicted by our analytical

model wchannel. As such, our results indicate that domain walls generated by localized defects can

be exploited to tune global properties of the system such as stiffness and wave guiding and that our

analytical model can be leveraged to guide the design of functional systems.

4.9 Conclusions

To summarize, we have shown that in a rotating­squares based mechanical metamaterial domain

walls across which the rotation of the squares varies from positive to negative values can be formed

by carefully arranging a few phase­inducing defects that control the nucleation of the two rotated

buckling­induced phases. We have established an analytical model that explicitly describes the

spatial profile of the domain walls for different orientations and predicts their evolution as a func­

tion of the applied deformation. Further, guided by this model, we have shown that domain walls

of arbitrary shapes can be engineered by introducing a few pinning defects to modify the energy

landscape of the structure. Importantly, since the considered defects can be easily placed and re­

moved (the deformation is purely elastic), our platform can be used to efficiently explore how the

shape and orientation of the emerging domain walls affect the mechanical properties of the mate­

rial. Moreover, our study indicates that the metamaterial creates long range interactions between

the local defects, which may generate domain walls and ultimately affect the material’s global me­

chanical properties. We envision the exploitation of domain walls in order to encode newmodes of

functionality in mechanical systems, including information encryption, stiffness tuning and wave

guiding.
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5.1 Abstract

The fundamental topology of cellular structures―the location, number, and connectivity of nodes

and compartments―can profoundly impact their acoustic [68–71], electrical [72], chemical [73,74], me­

chanical [75,76], and optical [77] properties, as well as heat [68,78], fluid [79,80] and particle transport [81].

Approaches harnessing swelling [4,64], electromagnetic [5,65] actuation as well as mechanical insta­

bilities in cellular materials [26,66,67] have enabled a variety of interesting wall deformations and

compartment shape alterations, but the resulting structures generally preserve the defining con­

nectivity features of the initial topology. Achieving topological transformation presents a distinct

challenge for existing strategies: it requires complex reorganization, repacking, and coordinated

bending, stretching, and folding, particularly around each node where elastic resistance is highest

due to connectivity. Here we introduce a two­tiered dynamic strategy to achieve systematic re­

versible transformations of the fundamental topology of cellular microstructures that can be applied

to a wide range of material compositions and geometries. Our approach only requires exposing the

structure to a liquid whose composition is selected to have the ability to first infiltrate and soften

the material at the molecular scale, and then, upon evaporation, to form a network of localized cap­

illary forces at the architectural scale that zip the edges of the softened lattice into a new topological

structure, which subsequently re­stiffens and remains kinetically trapped. Reversibility is induced

by applying a mixture of liquids separately acting at the molecular and architectural scales―thus

offering modular temporal control over the sequence of the softening­evaporation­stiffening ac­

tions―restoring the original topology or providing access to intermediate modes. Guided by a gen­

eralized theoretical model connecting cellular geometries, material stiffness and capillary forces,

we demonstrate programmed reversible topological transformations of various lattice geometries
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and responsive materials, undergoing fast global or localized deformations. We then harness dy­

namic topologies for developing active surfaces with information encryption, selective particle

trapping and bubble release, and tunable mechanical, chemical and acoustic properties.

5.2 Introduction

Liquid during evaporation has been shown to deform and assemble simple, isolated microscale

structures, such as arrays of base­attached pillars and plates, via the capillary forces of the formed

liquid/vapor menisci [131–134]. We anticipated that when a liquid is applied to a cellular structure, the

formation of a complex network of menisci on the interconnected geometry generates an intricate

localized force field centered at each node, providing a finer level of control than can be achieved

with global force fields [5,65]. However, as a base­attached interconnected structure, a cellular lat­

tice generally requires much higher energy to deform compared to simple bending in the isolated

structures, usually making capillary forces too weak for such transitions. Though the capillarity­

induced reconfiguration could potentially be enabled by using a floppy material with low elastic

restoring energy [135] and high surface adhesion [133,136,137] to maintain the assembly, such systems

are impractical for most applications. This apparent paradox can be potentially solved by a tran­

sient softening of polymeric materials. It has been shown that certain liquids are able to infiltrate

and soften polymeric materials at the molecular scale, thus altering their bulk mechanical proper­

ties [138–143].
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5.3 A Two­tiered Dynamic Strategy

Based on the latter considerations, we introduce a novel strategy to achieve fast, reversible, and

tunable topological transformation of cellular microstructures through capillary assembly that is

broadly applicable to a wide range of geometries and materials. The key concept is for the applied

liquid to not only formmenisci at the architectural (micro)scale, as generally occurs in evaporation­

induced assembly23–26 (Fig. 5.1(a)), but first to transiently infiltrate, swell and soften the material

(Fig. 5.1(b)). Critically, as the liquid begins to evaporate from inside the compartments, capillary

forces are exerted on the softened structure, acting locally at each individual node and zipping the

edges together in a coordinated manner. This leads to a change in the connectivity of the original

nodes or to their disappearance and creation of new nodes, while also changing the number and

coordination of compartments, resulting in transformation to a new lattice topology. Finally, as the

liquid rapidly evaporates from inside the material at the molecular scale, the dried structure regains

its stiffness and the new geometry remains trapped (Fig. 5.1(b)).

Ecr =
6γl sec α

2

3lb
(
sec α

2 − 1− δ
)2

+ αb2(1+ δ)2
(5.1)

where δ is the swelling ratio of the material by the liquid and γ is the surface tension of the liquid.

Ecr provides an upper limit for the material stiffness above which the transformation will not occur.

In Fig. 5.1d, we present the evolution of Ecr as a function of the angle α and wall thickness b

(varying from 5 μm to 500 μm) for structures with a constant slenderness ratio l/b = 15 and γ =

25 × 10−3 N/m (for typical volatile liquids, such as acetone). According to the contour plot, Ecr

decreases drastically down to a few kPa with increasing(b) indicating that the smallest dimensions

(i.e., wall thickness b) of the considered structure must stay within the micron scale for reasonable
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material stiffness. Moreover, Ecr also decreases with increasing angle α showing that structures

with larger angles, such as square and hexagonal lattices, are much more difficult to transform than

those with smaller angles.

While our model can predict the assembly behavior of a wide range of cellular architectures

(Fig. D.2), we selected a triangular (α = 60◦) micro­cellular structure with dimensions l = 100

μm, b = 7 μm and h = 70 μm as an initial experimental test case. For such a structure, Eq. (1)

provides a critical modulus Ecr ≈ 175 kPa, which is much lower than that of most commonly used

polymers, such as PDMS, rubber, polyethylene, or epoxy (Fig. 5.1(e)). Though there exist soft

materials with Young’s modulus below the Ecr, such as Ecoflex or PDMS with low crosslinking

density28, bottle­brush PDMS27, or hydrogels38, they are normally either too sticky or too fragile

to be compatible with the molding fabrication procedure of high­aspect­ratio microstructures, and

commonly undergo permanent distortion after demolding or irreversible collapse (Fig. D.3). In

contrast, the transient solvent­induced softening allows topological transformation to be extended

to high­Young’s­modulus polymers that can be easily molded, temporarily softened during assem­

bly, and re­stiffened after evaporation. Key features in selecting a polymer­solvent pair suitable for

topological transformation are the solubility, volatility and Flory­Huggins parameters [138–140,142],

which describe the ability of the solvent to swell and soften the elastic network below Ecr, while

high volatility allows for fast transformation. In addition, the properties of the polymer matrix,

including the chemical nature, crosslinking density, crystallization (molecular packing/physical

crosslinking), porosity, and chain topology [141,143] can be leveraged to modify the solvent­polymer

interaction.

As a representative material, a polydomain liquid crystalline polymer (LCP) with an initial

modulus of ≈23,000kPa in the dry state (far above Ecr) was selected as a model system (Fig. 5.1(e)
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and Fig. D.4a). To focus on the material properties of the LCP during the liquid treatment while

eliminating complex assembly behavior, an isolated base­attached LCP microplate was fabricated

with the same dimensions as an edge of the considered lattice structure (l = 100 μm, h = 70 μm and

b = 7 μm) to assure comparable dynamics and kinetics of evaporation (see Fig. 5.1(f)). When the

plate is swelled by the wetting liquid acetone―a good solvent of the LCP, with a vapor pressure

of 57.3 kPa at 25 ◦C―the solvent molecules penetrate into the polymer matrix, break the packing

of the polymer chains, and plasticize the material [142,144], reducing Tg from 58 ◦C to –30 ◦C and

softening the material drastically down to ≈80 kPa (Fig. D.5), while also swelling the plate to a

10% strain along the length of the top edge. Upon fast evaporation (within seconds when 50 μL

is applied to a 1cm2 sample under ambient conditions), Tg returns to 58 ◦C as the material returns

to its original stiffness of ≈23,000kPa and the dried plate is kinetically trapped with a 9% strain

in the dry glassy state at room temperature―the extended conformation of polymer chains in the

swollen state is locked due to the fast evaporation of liquid in the microscopic system [145,146]. The

plate is also capable of relaxing back to the initial length when heated above Tg as the polymer

chains return to the original conformation (Fig. 5.1(f), Supplementary Video 10). According to

our theoretical model, such swelling of the material facilitates assembly as it compensates for the

required stretching of the walls, and trapping plays a critical role in maintaining the assembly after

the capillary force ceases (Fig. 5.1(g)). Trapping is expected to occur for materials that have a dry­

state Tg that is higher than the ambient temperature. Without this effect, an approximate adhesion

energy of 3.3 J/m2 would be required to hold the re­stiffened structure together (section D.2.3),

which is much higher than the adhesion energy of commonly used materials [147,148].
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5.4 Liquid­induced Topological Transformations

To test our strategy, the triangular cellular microstructure was molded from LCP by soft lithogra­

phy (Fig. 5.2(a)). Droplets of acetone (∼50 μL for a ∼1 cm2 sample) were placed on horizontal

substrates to immerse the cellular structure and allowed to evaporate under ambient conditions (for

a systematic study of other liquids see Fig. D.6). After evaporation, the upper portion of the triangu­

lar lattice was transformed to hexagonal, with triangular geometry retained at the base (Fig. 5.2(b)).

The transformation results in the change of the fundamental topology of the microstructure: the

node connectivity changes from six to three, the number of compartments is halved and the num­

ber of nodes and size of compartments are doubled. Additionally, according to optical 3D surface

profilometry (Fig. 5.2(c), Fig. D.7), the initial 2D lattice becomes a true 3D structure with a non­

planar top surface after the assembly, due to the formation of enclosures and a more complex height

profile, as the new nodes formed by the inward bending plates are 10 μm shorter than the original

nodes.

The dynamics of the assembly process was monitored by fluorescent confocal microscopy

(Fig. 5.2(d), Supplementary Video 11): The liquid first swells the material leading to a buckled

configuration of the lattice (t = 3 s) and forms menisci upon evaporation where the localized cap­

illary forces break the symmetry of each node (t = 8 s); the menisci, compatible with complex

and evolving geometries, further zip up the buckled walls and ultimately transform node connec­

tivity from six to three (t = 9 s); due to the integrity of the cellular structure and the continuous

evaporation line, neighboring nodes transform coordinately, forming ordered domains (Fig. D.8);

Finally, as the material deswells, the structure is locked in the hexagonal topology with straight­

ened double­walls (t = 12 s). Both trapping of the material and adhesion between the assembled
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Figure 5.2: Experimental characterization of the assembly and disassembly of a triangular lattice. (a) Top view
of the initial triangular micro‐cellular structure imaged by scanning electron microscope (SEM). (b) Top and
tilted views of the assembled micro‐cellular structure. The initial triangular lattice is transformed to a hexago‐
nal lattice upon application of an acetone droplet. One of the new nodes is marked with an orange circle, and
one of the original nodes with a white circle. (c) Profilometer 3D surface topography of the initial (top) and
assembled microstructure (bottom). While the top surface of the original structure is planar, the assembled
structure contains nodes of two different heights due to the deformation of the walls. (d) Fluorescence confo‐
cal (FC) images of the microstructures at different stages of the assembly. Rhodamine B was co‐polymerized
into the polymer for characterization by FC microscopy. (e) Schematic representation of the generalized mech‐
anism of the disassembly process showing how the mixture of two different liquids decouples the two scales,
with one, highly volatile liquid, acting at the molecular scale and another, chemically inert, less volatile liquid,
returning the structure to its original state at the micron scale. (f) Fluorescence confocal images of the LCP
microstructures at different stages during the disassembly induced by the DCM:ethanol mixture at 2:1 ratio,
with DCM swelling the assembled structure significantly to disassociate the assembled walls, and ethanol ex‐
erting capillary forces on a stiffened structure after evaporation of DCM. (g) Selective trapping of intermediate
stages by tuning the evaporation kinetics (imaged by SEM) using different solvent concentrations and polymer
compositions. All the presented structures are transformed from the assembled hexagonal lattice. (h) Partial
topological transformation of the initial triangular lattice into a hierarchical triangular lattice with two compart‐
ment sizes using a mixture of acetone and ethanol.

walls contribute to retaining the new topology, which remains robust under harsh conditions, in­

cluding heating above Tg or immersing in various non­swelling liquids for several days (Fig. D.9,
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Supplementary Video 12).

5.5 Reverse Transformations and Modular Control

Disassembling the structure and restoring the original topology requires overcoming both the ki­

netic trapping of the polymer conformation and the interfacial adhesion between the walls. Al­

though heat or plasticizers can untrap the material, they also tend to decrease the elastic restoring

force. However, both requirements can be fulfilled simultaneously by applying a liquid that re­

softens and swells the underlying material with a much greater swelling ratio than that of the liquid

used for the assembly, to trigger drastic bending of the assembled walls. Since the bending energy

of a double­wall is much higher than that of two single walls, such swelling­induced bending would

rapidly disassociate the walls, overcoming the adhesion and initiating disassembly. However, as

the liquid evaporates, the formed menisci would re­assemble the structure, counteracting the dis­

assembly process. To reduce capillary forces, a second liquid―less volatile but non­swelling―is

mixed with the first to delay any capillary forces until after the material has finished disassembling

and become stiff again (Fig. 5.2(e)). To demonstrate this unique disassembly mechanism experi­

mentally, we used a mixture of dichloromethane (DCM)―a good solvent of the LCP that swells

the LCP substantially (with > 30% strain)―as the first volatile liquid (vapor pressure of 57.3 kPa,

25 ◦C), and ethanol―a poor solvent of the LCP―as the second, less volatile liquid (vapor pres­

sure of 5.59 kPa, 20 ◦C) (Fig. 5.2(f) and Supplementary Video 13). Compared to the assembly

process, where a single liquid both softens the material at the molecular scale and generates cap­

illary forces at the architectural scale, the mixture enables modular control over the timescales of

the two actions, with DCM controlling the molecular scale and ethanol governing the architectural
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scale separately and consecutively to yield desired outcomes.

In addition to restoring the original triangular structure, such modular control enables trapping

of a series of intermediate states during disassembly by varying the ratios of the DCM­ethanol

mixture (Fig. 5.2(g)). The ratio of DCM to ethanol affects both the swelling extent of the LCP

and the volatility of DCM when dispersed in ethanol, and thus the trapping strain and modes of

disassembly. Similar concepts can also be used to tailor the original assembly process. For example,

Figure 2h shows that partial assembly of the triangular lattice can be achieved by adding to acetone

a trace amount of ethanol, which diminishes the softening effect and increases the elastic restoring

energy during assembly. Notably, assembly and disassembly processes take only seconds and

are highly reversible and fatigue­free (Fig. D.10), enabling a durable and fast switching between

different topologies.

5.6 Generalization of the strategy

Themethodology can be generalized to different geometries withmore complex symmetries, anisotropies,

and combinations of compartment shapes and sizes. An arbitrary lattice can be considered a com­

bination of nodes connected to edges that form different angles, with the capillary forces preferen­

tially assembling edge pairs with smaller angles (Fig. 5.3(a)). Based on this principle, we designed

and experimentally tested a variety of cellular structures undergoing programmed, robust topolog­

ical transitions (Fig. 5.3(a) and Fig. D.11). The approach is also readily applicable to structures

with different dimensions and to other polymeric materials (Fig. D.12­13). It can also be integrated

with orthogonal response mechanisms to enable multimodal transformations of a given structure

upon application of different triggers. For example, LCPs can be imprinted with anisotropic ther­

69



mal responses by aligning the LC molecules inside the cellular structures into a nematic liquid

crystalline phase (Fig. D.13b) [149,150]. Figure 3b presents an exemplary diamond lattice with the

LC director aligned perpendicular to the base46 that is transformed to a hexagonal lattice via cap­

illary assembly, and then to a brick pattern through its thermal nematic­to­isotropic (> TNI) phase

transition (Supplementary Video 14). We further note that the presented strategy is applicable to

any 2D or 3D geometries including base­attached or free­standing (see Fig. D.14). Here we inten­

tionally choose a rigid base­attached configuration for its better structural stability, applicability

to any lattice geometry, and the ability to form closed cavities upon topological transformation―a

unique compartmentalization feature explored in applications below. Moreover, benefiting from

the localized capillary force fields and the compartmentalized nature of the cellular structure, we

demonstrate interesting region­specific assembly­disassembly transformations through the appli­

cation of small droplets locally―another property unachievable with global fields (Fig. 5.3(c­d),

Fig. D.15).

5.7 Applications

By carefully programming the spatial distribution of angular perturbations at each node, we can

eliminate or engineer the location of domain boundaries in assembled structures at will (section

D.3.8, Fig. D.16­17 and Supplementary Video 15). Considering the large triangular lattice shown

in Fig. 5.4(a), the nodes inside the magenta region are designed to transition to Y­shaped (phase I)

and the nodes inside the orange region are programmed to transition to inverted Y­shaped (phase

II). The written­in phase information is not optically visible before assembly and becomes evident

only after solvent treatment (Fig. 5.4(a), and Fig. D.17). The information encryption and read­out
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– resulting in additional anisotropy along the horizontal direction. (b) Multi‐stimuli deformation of molecu‐
larly aligned LCP diamond‐shaped cellular structures with director oriented along the z‐axis. (c‐d), Regional
triangular‐hexagonal transformations through localized multi‐step assembly/disassembly.

can be reversed by treating the LCP microstructure with different solvent systems as discussed

previously. Note that the location information of the designed phase boundaries is not merely

stored on the phase boundaries but encoded in every node of the structure via their preferred phase,

which makes such information encryption extremely robust.

Topological changes of the cellular surfaces―such as the closure of subsets of compartments

and ability to induce global or localized transformations―provide opportunities for a number of

unprecedented applications. As shown in Fig. 5.4(b), the cellular surface can selectively trap and

sort microparticles with diameters <50 μm that are able to enter the initially triangular compart­

ment. Furthermore, the closed chambers also create ordered cavities that each capture and release

uniform microscale bubbles upon assembly­disassembly (Fig. 5.4(c), Supplementary Video 16)
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that can be used as miniaturized chemical reaction chambers. The resilience of the cellular surface

also changes significantly after the topological transformation, as demonstrated by ball­bouncing

test results (Fig. 5.4(d), Supplementary Video 16). Compared to the uniform or buckled triangular

structure displaying broken walls upon impact, the transformed hexagonal surface exhibits larger

craters with no detectable structural damage. We believe that the formed closed chambers consti­

tute a cushion layer and offer extra structural flexibility, which increases the efficiency in absorbing

the impact energy.

The change of geometry combined with the formation of double­walls also serves as a platform

for tunable phononic crystals, where the bandgaps and propagation velocity of elastic waves can

be altered reversibly (Fig. 5.4(e)). As noted above, the 3D height profile of the structure is also

changed through edge assembly and node formation (Fig. 5.2(c)), giving rise to modified surface

planarity and anisotropy that affect surface properties such as wetting and friction (Fig. 5.4(f)), and

both surface properties can be further changed by localized, areal topological transformations. For

example, the surface becomes much more adhesive to water droplets when transformed from a

triangular to a non­planar hexagonal lattice (Supplementary Video 16), which can most likely be

attributed to the pinning points that are created when new nodes form, and the overall elongation

of walls that causes the water­polymer contact area to increase slightly. Moreover, anisotropic,

directional wetting properties can be achieved through a diamond­to­hexagon transformation in

which the initial diamond lattice shows an isotropic wetting along the x­axis, but after assembly

the sliding angle toward the left is much higher (> 90◦, pinned) than toward the right (≈ 34◦). This

can be explained by the asymmetric tetrahedral containers formed by the slanted walls that pin the

left­traveling droplet to the surface. Similarly, the friction coefficient of the cellular surface is also

tunable via topological transformations (Fig. 5.4(g)).
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5.8 Conclusions

In conclusion, we have presented a simple, widely applicable strategy that gives rise to complex

topological transformations of cellular structures. The defining feature of our approach is that the

applied liquid plays dual roles by acting at two scales: it transiently softens and swells the material

at the molecular level and creates an intricate network of localized capillary forces at the architec­

tural scale; and these actions at two scales take place in a sequentially controlled manner. Modular

control over the timing and extent of the softening/re­stiffening/evaporation events through cus­

tomized polymer­liquid pairs enables the reversibility and switching between various intermediate

topologies. Our theoretical model provides a quantitative foundation for rationally guiding the

materials selection and the structural design. Compared to existing reconfiguration methods―that

produce buckling or shearing deformations without controllable topological changes [5,26,64–66], are

often either irreversible or unable to hold the reconfigured shape without external stimuli [64,65], or

require complex material compositions, sophisticated and costly fabrication procedures not appli­

cable at the microscale [4,5,65], and long response times [5,64], our strategy enables extremely fast,

robust and reversible topological transformations and is compatible with a simple molding fabri­

cation procedure. The demonstrated applications can be integrated with localized transformations,

phase boundary design, and active materials responding to orthogonal stimuli, to control functional

properties across different scales and application fields. In principle, our strategy can be applied to

nanoscale structures and will open avenues for designing tunable photonic meta­surfaces where the

topology plays a key role. The opportunities offered by this strategy to systematically manipulate

the topological transformation provide a platform for fundamental study of the topology­dimension­

material relation and the underlying multiscale physico­chemical mechanisms.
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Chapter 6

Conclusions
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This dissertation investigates two exciting aspects of flexMMs: the propagation of solitary

waves and phase transitions. Motivated by experimental observations, we used a combination of

numerical simulations and theoretical analyses to understand the physics of these two phenomena

and exploit them to achieve new functionalities.

I close this dissertation by identifying several challenges for future work.

New flexMM designs. So far, the nonlinear dynamic response of a limited number of flexMM

designs has been investigated. FlexMM based on origami, kirigami, tensegrity structures, and

rotating­units other than squares (e.g. triangles or hexagons) may provide additional opportuni­

ties to manipulate the propagation of nonlinear waves. Also, the nonlinear dynamic responses of

three­dimensional architectures remain largely unexplored, and may open new avenues for wave

management.

Going beyond periodic systems. While most previous studies have focused on the propa­

gation of nonlinear pulses in periodic and homogeneous structures, new opportunities may arise

when investigating the interactions of large­amplitude waves with free surfaces, inhomogeneous

structures, and sharp interfaces. How do the nonlinear pulses propagate along free surfaces? What

is the effect of internal interfaces on soliton propagation? How do other spatial variations such as

gradients in initial angle, gradients in mass, or gradients in the stiffness of the hinges affect the

propagation of waves through the material? Can these be used to steer a beam or otherwise affect

an incident plane wave? All these questions remain unanswered.

Targeted nonlinear dynamical responses. While the focus so far has been on the development

of tools to predict and characterize the propagating nonlinear waves in flexMM, an important ques­

tion that is still unanswered is: How should one design the structure, including unit cell geometry,

inhomogeneities such as gradients and interfaces, etc., to enable a target dynamic response? Tar­
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get dynamic responses may include highly efficient damping for impact mitigation; optimal wave

guiding (i.e., optimal energy confinement and propagation along a determined path); and lensing

of solitons for optimal energy concentration. To allow the automated design of flexMM architec­

tures that are optimal for achieving a specified set of target dynamic properties, one could couple

discrete models with machine learning algorithms, such as neural networks and deep learning.

Control of nonlinear waves on the fly. Since the characteristics (i.e., shape, velocity, and

amplitude) of nonlinear waves propagating through FlexMM can be tuned by varying the nonlinear

response of the underlying medium, which can be effectively altered by (locally) deforming the

metamaterial, we envision that the applied deformation could be a powerful tool to manipulate

the pulses. Local deformations applied to the FlexMM could provide a mechanism to change

the characteristics as well as the path of the propagating pulses on the fly. This could provide

opportunities for time­space modulation of the propagating pulses [151], real­time control of waves,

and tunable non­reciprocal transmission [152]. Further, since collisions of solitons in flexMM may

result in anomalous interactions that provide opportunities to remotely detect, change, or eliminate

high­amplitude signals and impacts [128], we envision the use of collisions to pave newways toward

the advanced control of large amplitude mechanical pulses.
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A.1 Fabrication

Our system consists of a long chain of 2×50 crosses made of LEGO bricks and connected by

thin and flexible hinges made of plastic shims. Two different samples are built: one in which the

horizontal hinges are all aligned (see Fig. A.1 and SupplementaryVideo 1) and another one inwhich

neighboring horizontal hinges are shifted in vertical direction (see Fig. A.2 and Supplementary

Video 4). In the following we will refer to the former as the aligned chain and to the latter as the

shifted chain.

In the aligned chain each cross­shaped unit is realized using four brackets 2×2­2×2 (LEGO

part 3956), as shown in Fig. A.1. Differently, the cross­shaped units in the shifted sample are

realized using three brackets 2×2­2×2 (LEGO part 3956) and two plates 2×2 (LEGO part 3022),

as shown in Fig. A.2. Note that in both samples identical bricks of different colors (black and gray)

are used to facilitate visualization of the propagating pulses.

In both samples the hinges are realized by laser cutting the octagonal shape shown in Fig. A.1(a)

and Fig. A.2(a) out of polyester plastic sheets (Artus Corporation, NJ ­ 0.005”, Blue) with thickness

th = 0.127 mm, Young’s modulus E = 4.33 GPa and Poisson’s ratio ν = 0.4. The size of the

octagonal shape is chosen to leave hinges of length lh = 4 mm between the cross­shaped rigid

units. Note that eight circular holes are incorporated into each hinge. They fit into the LEGO

knobs and enable us to fix the hinges between the interlocking LEGO bricks (see Fig. A.1(b) and

Fig. A.2(b)).
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a b

c

Figure A.1: Fabrication of the aligned chain. (a) Parts used to fabricate the unit cell. (b) Exploded view of the
two pairs of crosses. (c) The chain is realized by putting together a number of unit cells.
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a b

c

Figure A.2: Fabrication of the shifted chain. (a) Parts used to fabricate the unit cell. (b) Exploded view of two
pairs of crosses. (c) The chain is realized by putting together a number of unit cells.
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A.2 Testing

To investigate the propagation of pulses in our samples, we place the chain on a smooth horizontal

surface (see Figs. A.3(a­b)), while supporting each rigid unit with pins to minimize the effect

of friction (see Fig. A.3(g)). We use an impactor excited by a pendulum to hit the mid point at

the left end of the chain (see Figs. A.3(c­f) and Supplementary Video 2). Different input signals

are applied to the chain by varying both the strength of the pulse (controlled by the initial height

of the striking pendulum, hinput ­ see Fig. A.3(d)) and the amplitude of the pulse (controlled by

the distance traveled by the impactor, uinput ­ see Fig. A.3(c)). We find that all of them initiate

simultaneous rotation and displacement of the rigid units, with each pair of crosses sharing the

same displacement and rotating by the same amount, but in opposite directions (i.e. if the top unit

rotates by a certain amount in clockwise direction, then the bottom one rotates by the same amount

in counter­clockwise direction, and vice versa). To monitor the displacement, ui, and rotation, θi,

of i­th pair of crosses along the chain as the pulses propagate, we use a high speed camera (SONY

RX100V) recording at 480 fps and track four markers placed on the external arms of each pair of

crosses (see Fig. A.4) via digital image correlation analysis [153]. More specifically, the longitudinal

displacement ui and rotation θi of the i­th pair of rigid units is obtained as

ui(t) =
1
2

∑
γ=1,2

[
x(γ)i (t)− x(γ)i (0)

]

θi(t) =
1
2

∑
γ=1,2

(−1)i+γ arcsin


(
x(γ+2)i (t)− x(γ+2)i (0)

)
−
(
x(γ)i (t)− x(γ)i (0)

)
√(

x(γ+2)i (0)− x(γ)i (0)
)2

+
(
y(γ+2)i (0)− y(γ)i (0)

)2


(A.1)
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where
(
x(γ)i (t), y(γ)i (t)

)
and

(
x(γ)i (0), y(γ)i (0)

)
are the coordinates of the γ­th marker placed on the i­th

pair of rigid units at time t and that time t = 0 (i.e. before the impact), respectively.

a b

d

e

c

gf

Figure A.3: Experimental setup. (a)‐(b) Pictures of our experimental setup showing the sample, the lamp used
to illuminate it, the pendulum and the impactor used to excite the pulses and the camera used to monitor the
propagation of the pulses. (c) Top‐view of the pendulum and the impactor. (d) Side‐view of the pendulum and
the impactor. (e) Close‐up view of the impactor. (f) Close‐up view of the end of the pendulum. (g) Friction is
minimized by supporting each rigid unit with pins.

Finally, we note that, while for the aligned chain the energy cost to rotate any unit in clockwise

and counter­clockwise directions is identical, for the shifted chain there is a disparity between the
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1

3

2

4

Figure A.4: Digital image correlation analysis. For each pair of rigid crosses four markers (blue dots) are
tracked.

two directions of rotation. Under compression in the longitudinal direction, for all units of the

shifted chain with the left hinge higher than the right one, it is energetically more favorable to

rotate in the clockwise direction, while for the ones with a lower left hinge, rotations in counter­

clockwise direction are preferred. In our experiments, we can excite any cross of the shifted chain

in either direction of rotation by changing the type of unit placed at the left end of the structure.

To excite energetically favorable rotations (i.e. to rotate all crosses with the left hinge higher than

the right one in clockwise direction and all crosses with the right hinge higher than the left one in

counter­clockwise direction), we place a pair of crosses with φ0 = 0 at the left end of the chain (see

Fig. A.5(a)). Energetically unfavorable rotations are excited by placing a pair of units with φ0 ̸= 0

at the left end of the chain (see Fig. A.5(b)).
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Figure A.5: Exciting different rotations in the shifted chain. (a) Energetically favorable rotations are excited by
placing a pair of crosses with φ0 = 0 at the left end of the chain. (b) Energetically unfavorable rotations are
excited by placing a pair of crosses with φ0 ̸= 0 at the left end of the chain.
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A.3 Discrete Model

Our system consists of a long chain of 2×N crosses with center­to­center distance a connected by

thin and flexible hinges (see Fig. A.6). In our model we focus on the most general case in which

neighboring horizontal hinges are shifted in vertical direction by a tanφ0 (see Fig. A.6(a)). Note

that the response of the configuration with all horizontal hinges aligned (see Fig. A.6(b)) can be

then simply obtained by setting φ0 = 0.

Since in this work we focus on the propagation of longitudinal nonlinear waves along the chain,

we assign two degrees of freedom to each rigid cross: the longitudinal displacement u and the

rotation in the x − y plane θ. Moreover, guided by our experiments, we assume that each pair of

crosses shares the same displacement and rotates by the same amount, but in opposite directions (i.e.

if the top cross rotates by a certain amount in clockwise direction, then the bottom one rotates by

the same amount in counter­clockwise direction, and vice versa). As such, two degrees of freedom

are assigned to the i­th pair of crosses: the longitudinal displacement ui and the rotation θi (see

Figs. A.6(a­b)). Moreover, to facilitate the analysis, we define the positive direction of rotation

alternatively for neighboring units along the x­axis. Specifically, for each cross we assume the

energetically favorable direction of rotation to be the positive one. As such, for the i­th top unit

(for which the left horizontal hinge is higher than the right one ­ see Fig. A.6(a)) a clockwise

rotation is positive, while for the i− 1­th and i+ 1­th top ones (for which the left horizontal hinges

are lower than the right ones ­ see Fig. A.6(a)), counterclockwise rotations are considered positive.

As for the hinges, wemodel them using a combination of three linear springs: (i) their stretching

is captured by a spring with stiffness kl; (ii) their shearing is governed by a spring with stiffness ks;

(iii) their bending is captured by a torsional spring with stiffness kθ (see Fig. A.6(a)).
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Figure A.6: Schematics of the system. (a) Configuration in which neighboring horizontal hinges are shifted
in vertical direction by a sinφ0. (b) Configuration in the horizontal hinges are all aligned. (c) Chain comprising
2×10 cross‐shaped rigid units.

Under these assumptions, the equations of motion for the i­th pair of crosses are given by

müi =kl
[
ui+1 − 2ui + ui−1 −

a
2 cosφ0

(cos(θi+1 + φ0)− cos(θi−1 + φ0))

]
,

Jθ̈i =− kθ(θi+1 + 4θi + θi−1) +
ksa2

4 cos2 φ0
cos(θi + φ0)

[
sin(θi+1 + φ0)− 2 sin(θi + φ0)

+ sin(θi−1 + φ0)
]
− kla
2 cosφ0

sin(θi + φ0)
[
(ui+1 − ui−1)

+
a

2 cosφ0

(
4 cos(φ0)− cos(θi+1 + φ0)− 2 cos(θi + φ0)− cos(θi−1 + φ0)

)]
,

(A.2)
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where m and J are the mass and moment of inertia of the rigid crosses, respectively.

Next, we introduce the normalized displacement Ui = ui/a, time T = t
√
kl/m, inertia α =

a/(2 cosφ0)
√
m/J and stiffness ratios Kθ = 4kθ cos2 φ0/(kla2) and Ks = ks/kl. Eqs. (A.2) can then

be written in dimensionless form as

∂2Ui
∂T2

=Ui+1 − 2Ui + Ui−1 −
cos(θi+1 + φ0)− cos(θi−1 + φ0)

2 cosφ0
,

1
α2

∂2θi
∂T2

=− Kθ(θi+1 + 4θi + θi−1) + Ks cos(θi + φ0)

×
[
sin(θi+1 + φ0) + sin(θi−1 + φ0)− 2 sin(θi + φ0)

]
− sin(θi + φ0)

[
2 cos(φ0) (Ui+1 − Ui−1) + 4 cos(φ0)−

cos(θi+1 + φ0)− 2 cos(θi + φ0)− cos(θi−1 + φ0)
]
.

(A.3)

For a chain comprising N pairs of units Eqs. (A.3) result in a system of 2N coupled differential

equations, which can be numerically solved for a given set of initial and boundary conditions. In

this study, we use the 4th order Runge­Kutta method (via theMatlab function ode45) to numerically

solve Eqs. (A.3) (the code implemented in MATLAB is available online). Moreover, as initial

conditions we set U = 0 and θ = 0 for for all pairs of crosses. Finally, we enforce two different sets

of boundary conditions:

• First, to compare the numerical predictions to our experimental results and verify the rele­
vance of our discrete model, we apply the experimentally extracted displacement, u2(t), and
rotation, θ2(t), signals to the first pair of crosses at the left end of the chain, while implement­
ing free­boundary conditions at the right end;

• Second, to generate the numerical results reported in the main text, as in our experiments,
we apply a displacement

Uinput(T) = b+ b tanh
T− T0

w
(A.4)

in the longitudinal direction to the mid­point at the left end of the chain (see Fig. A.7). In our
simulations we use b ∈ [0, 0.75], w ∈ [50, 100] and choose T0 = 400 to ensure that Uinput → 0
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at T = 0. Such applied displacement induces simultaneous translation and rotation of the first
pair of crosses, which in turn results in a normalized translation of the excitedmid­point equal
to U1+ 1/2 sin θ1. Finally, is is important to note that, to avoid numerical instabilities, we do
not apply Uinput(t) directly to the mid­point at the left end of the chain, but to a linear spring
with stiffness Kinput = 1 connected to it (note that the numerical results are not influenced by
the particular value chosen for Kinput). Therefore, Uinput(t) results in a longitudinal force

Finput = Kinput

[
Uinput − U1 −

1
2
sin θ1

]
, (A.5)

and in a moment
Minput =

1
2
Finput cos θ1, (A.6)

applied to the first pair of crosses. As such, the governing discrete equations for the first pair
of crosses become

∂2U1

∂T2
=U2 − U1 +

2 cosφ0 − cos(θ1 + φ0)− cos(θ2 + φ0)

2 cosφ0
+ Finput,

1
α2

∂2θ1
∂T2

=− Kθ(θ2 + 3θ1) + Ks cos(θ1 + φ0)
[
sin(θ2 + φ0)− sin(θ1 + φ0)

]
− sin(θ1 + φ0)

[
2 cos(φ0) (U2 − U1) + 2 cos(φ0)− cos(θ1 + φ0)− cos(θ2 + φ0)

]
+Minput,

(A.7)

while the response of all other crosses is governed by Eqs. (A.3).

Estimation of Kθ, Ks and α

To connect the discrete model to our experimental sample, we need to estimate the mass of the

cross­shaped units (m), their rotational inertia (J) and the spring stiffnesses (kl, ks and kθ). Mass

m: Since the mass of a single LEGO bracket (LEGO part 3956) is 1.13 g and the mass of a single

LEGO plate (LEGO part 3022) is 0.60 g, the mass of a rigid cross in our aligned sample is

m = 1.13× 4 = 4.52 g, (A.8)

89



a

b

Figure A.7: Schematics showing how Uinput is applied in our discrete simulations. (a) A linear spring with stiff‐
ness Kinput = 1 is connected to the mid‐point at the left end of the chain. (b) Uinput is applied to this spring.

and the mass of a rigid cross in our shifted sample is

m = 1.13× 3+ 0.60× 2 = 4.59 g. (A.9)

Rotational inertia J: The rotational inertia J can be calculated from the geometry of the rigid crosses

(see Eqs. (A.8a­b)) as

J =
∫
area

r2 dm (A.10)

where r denotes the distance from the center of mass. We find that for the rigid crosses in the

aligned structure J = 605 g·mm2, while for the crosses in the shifted structure J = 615 g·mm2.

Spring stiffness ks and kl: To determine the stiffnesses ks and kl we build a small structure consisting

of four parallel hinges connected at both ends to interlocked LEGO plates (see Figs. A.8(c­e)). We
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Figure A.8: (a) Geometry of the rigid unit in our aligned chain. (b) Geometry of the rigid unit in our shifted
chain. The back dot represent the center of mass. (c) View of the experimental setup used to estimate ks and
kl. (d) Picture showing the test conducted to estimate ks. (e) Picture showing the test conducted to estimate kl.
(f) Picture showing the test conducted to estimate kθ.

start by fixing one column of LEGO plates and applying a displacement u1 to the other one in

direction perpendicular to the hinges (see Fig. A.8(d)), so that the hinges are only subjected to

shearing deformations. The stiffness ks is then obtained from the measured force F1 as

ks =
F1
4u1

= 1.325
N
mm . (A.11)

91



Next, we apply a displacement u2 to one column of LEGO plates in direction parallel to the hinges

(see Fig. A.8(e)), with u2 small enough so that the hinges are only compressed axially and do not

buckle. The stiffness kl is then obtained from the measured force F2 as

kl =
F2
4u2

= 71.69
N
mm . (A.12)

Spring stiffness kθ: To determine the stiffness kθ of the torsional spring we connect an hinge to

a fixed base and to a cross made of four LEGO brackets (see Fig. A.8(f)). We then apply an

initial rotation to the systems and let it free to vibrate. kθ can be obtained from the experimentally

measured frequency of vibration f using

f =
1
2π

√
kθ
J′

(A.13)

where J′ = 3000 g·mm2 is the rotational inertia of the cross with respect to the pivot point. Since

we measure f = 6.4 Hz, we find that

kθ = 4π2f2J′ = 4.85 N ·mm. (A.14)

Dimensionless parameters Kθ, Ks and α: From the parameters above, we obtain that

• for the aligned structure

α =
a
2

√
m
J
= 1.815, Ks =

ks
kl

= 0.0185, Kθ =
4kθ
kla2

= 1.534× 10−4, (A.15)

• for the shifted structure

α =
a

2 cosφ0

√
m
J
= 1.821, Ks =

ks
kl

= 0.0185, Kθ =
4kθ cos2 φ0

kla2
= 1.522× 10−4. (A.16)
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Since the nondimensional parameters for the two different structures are reasonably close, in this

study we use

α = 1.8, Ks = 0.0185, Kθ = 1.5× 10−4, (A.17)

for both structures.

Numerical results

To verify the relevance of our discrete model, we apply the experimentally extracted input displace­

ment and rotation to the first pair of crosses and then compare the signal recorded at the 40th unit

in both experiment and simulations. In Fig. A.9 we present such comparison for the two experi­

ments shown in Fig. 2.1(c) of the main text. We find that the pulse profiles and amplitudes are well

captured by the discrete model. When the amplitude of the input signal is large as in experiment

#1 (for which A2 = max(θ2(t)) = 13◦), our numerical simulations reveal the propagation of a pulse

that conserves its amplitude and shape in both degrees of freedom (see Fig. A.9(a)). Differently,

for inputs with small amplitude as in experiment #2 (for which A2 = 5◦), the numerical analyses

predict an output signal that is severely distorted compared to the input one, in full agreement with

our experimental results (see Fig. A.9(b)).

All of the numerical results reported in the main text are obtained by a displacement Uinput =

b+b tanh(T/w) in the longitudinal direction to the mid­point at the left end of the chain, as described

in SupplementaryNote 3: DiscreteModel. In Fig. A.10we show the response of a 2×150 chainwith

φ0 = 0◦ excited by an applied displacement characterized by b = 0.25 and w = 50. The numerical

results indicate that the applied input signal excites a pulse with two polarizational components

(one rotational and one translational), which propagates with constant amplitude and velocity.
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Figure A.9: Comparison between experimental and numerical results for (a) experiment#1 and (b) experi‐
ment#2 shown in Fig. 2.1(c) of the main text. Experimental (solid lines) and numerical (dashed lines) signals
recorded at the 2nd (blue lines) and 40th (magenta lines) pairs of crosses are reported as a funtion of time. In
our numerical simulations, we apply the experimental signal recorded at 2nd pair of crosses as boundary condi‐
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A.4 Continuum Model

Although Eqs. (A.3) can be numerically solved to obtain the response of the system, a deeper

insight into the dynamics of the system can be achieved by simplifying the equations to derive

analytical solutions. To this end, we introduce two continuous functions U (X, T) and θ (X, T) that

interpolate the displacement and rotation of the i­th pair of crosses located at xi = i a as

U (Xi, T) = Ui(T), θ (Xi, T) = θi(T) (A.18)

where Xi = xi/a = i. Assuming that the width of the propagating waves is much larger than the

unit cell size, the displacement U and rotation θ in correspondence of the i+ 1 and i− 1­th pairs of

crosses can then be expressed using Taylor expansion as

Ui±1(T) = U (Xi±1,T) ≈ U
∣∣∣
Xi, T

± ∂U
∂X

∣∣∣
Xi, T

+
1
2
∂2U
∂X2

∣∣∣
Xi, T

θi±1(T) = θ (Xi±1,T) ≈ θ
∣∣∣
Xi, T

± ∂θ
∂X

∣∣∣
Xi, T

+
1
2
∂2θ
∂X2

∣∣∣
Xi, T

cos θi±1(T) = cos
[
θ (Xi±1,T)

]
≈ cos θ

∣∣∣
Xi, T

± ∂ cos θ
∂X

∣∣∣
Xi, T

+
1
2
∂2 cos θ
∂X2

∣∣∣
Xi, T

sin θi±1(T) = sin
[
θ (Xi±1,T)

]
≈ sin θ

∣∣∣
Xi, T

± ∂ sin θ
∂X

∣∣∣
Xi, T

+
1
2
∂2 sin θ
∂X2

∣∣∣
Xi, T

(A.19)

Substitution of Eqs. (A.19) into Eqs. (A.3) yields

∂2U
∂T2

=
∂2U
∂X2

− 1
cosφ0

∂ cos(θ+ φ0)

∂X
,

1
α2

∂2θ
∂T2

= −Kθ
∂2θ
∂X2

+ Ks cos(θ+ φ0)
∂2 sin(θ+ φ0)

∂X2
+ sin(θ+ φ0)

∂2 cos(θ+ φ0)

∂X2

− 6Kθθ− 4 sin(θ+ φ0)
[
cosφ0

∂U
∂X

+ cosφ0 − cos(θ+ φ0)
]
,

(A.20)
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which represent the continuum governing equations of the system. Since these two coupled partial

differential equations cannot be solved analytically, guided by our experiments, we further assume

that θ ∼ φ0 ≪ 1, so that

sin(θ+ φ0) ≈ sinφ0 + θ cosφ0 −
sinφ0

2
θ2 − cosφ0

6
θ3,

cos(θ+ φ0) ≈ cosφ0 − θ sinφ0 −
cosφ0

2
θ2 +

sinφ0

6
θ3.

(A.21)

By substituting Eqs. (A.21) into Eqs. (A.20) and retaining the nonlinear terms up to third order, we

obtain

∂2U
∂T2

=
∂2U
∂X2

+

[
tan(φ0) + θ− tan(φ0)

2
θ2
]
∂θ
∂X

,

1
α2

∂2θ
∂T2

= (Ks − Kθ)
∂2θ
∂X2

− 2
(
2 sin2(φ0) + 3Kθ

)
θ− 3 sin(2φ0)θ2 −

7 cos(2φ0)− 1
3

θ3

−
[
2 sin(2φ0) + 4 cos2(φ0)θ− sin(2φ0)θ2

] ∂U
∂X

.

(A.22)

Finally, we introduce the traveling wave coordinate ζ = X − cT, c being the normalized pulse

velocity (the dimensional pulse velocity is ca
√
k/m), so that Eqs. (A.22) become

∂2U
∂ζ2

= − 1
1− c2

[
tanφ0

∂θ
∂ζ

+ θ
∂θ
∂ζ

− tanφ0

2
θ2

∂θ
∂ζ

]
,

1
β
∂2θ
∂ζ2

= 2
(
2 sin2 φ0 + 3Kθ

)
θ+ 3 sin(2φ0)θ2 +

7 cos(2φ0)− 1
3

θ3

+
[
2 sin(2φ0) + 4 cos2(φ0)θ− sin(2φ0)θ2

] ∂U
∂ζ

,

(A.23)

where

β =
α2

α2(Ks − Kθ)− c2
. (A.24)
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By integrating Eq. (A.23)1 with respect to ζ we obtain,

∂U
∂ζ

= − 1
1− c2

[
θ tanφ0 +

θ2

2
− tan(φ0)

6
θ3
]
+ C (A.25)

where C is the integration constant. Since in this study we focus on the propagation of waves with

a finite temporal support and do not consider periodic waves, we require that

∂U
∂ζ

∣∣∣
ζ→∞

= 0, (A.26)

from which we obtain C = 0. Substitution of Eq. (A.25) into Eq. (A.23)2 yields

∂2θ
∂ζ2

= C1θ+ C2θ2 + C3θ3 (A.27)

with

C1 = 2β
[
3Kθ −

2c2 sin2 φ0

1− c2

]
,

C2 = − 3βc2

(1− c2)
sin(2φ0),

C3 = − βc2

3(1− c2)
(7 cos(2φ0)− 1) ,

(A.28)

which is theKlein­Gordon equationwith quadratic and cubic nonlinearities [96]. Note that Eq. (A.27)

differs from the equation recently derived to study the propagation of solitary waves in structures

comprising a network of squares connected by thin hinges [94]. While in the previous work only

terms up to the second order were considered in the continuum model (see Eq. (8) in [94]), here

also the third order terms are included. This enable us to investigate waves with amplitude equal
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or larger than φ0.

The analytical solution of Eq. (A.27) exists in the form of

θ =
1

D1 ± D2cosh (ζ/W)
(A.29)

where D1, D2 andW are solution parameters. Eq. (A.29) defines a solitary wave with characteristic

width W and amplitude

A = θ(ζ = 0) =
1

D1 ± D2
. (A.30)

Next, we determine D1, D2 andW as a function of the geometry of the system and the pulse velocity

c. To this end, we substitute the solution (A.29) into Eq. (A.27) and find that the latter is identically

satisfied only if

D1 = − C2

3C1
, D2 =

√
C2
2

9C2
1
− C3

2C1
, and W =

1√
C1

, (A.31)

where C1, C2 and C3 are defined in Eqs. (A.28). Finally, the solution for the displacement U is

found by integrating Eq. (A.25) with θ given by Eq. (A.29),

U =

∫ ∞

ζ

1
1− c2

[
tanφ0 θ(ζ′) +

θ(ζ′)2

2
− tanφ0

6
θ(ζ′)3

]
dζ′

=
W

12(1− c2)

[
2

arctan
D1 ± D2√
D2
2 − D2

1

− arctan
(D1 ± D2) tanh(ζ/W)√

D2
2 − D2

1


(
6D1(D2

2 − D2
1)

−3/2 + tanφ0
D2
2 − 12D4

1 − 12D4
2 + D2

1(2+ 24D2
2)

(D2
2 − D2

1)
5/2

)
+
6(D2

2 − D2
1) + 3D1 tanφ0

(D2
1 − D2

2)
2 − D2 sinh

ζ
W

(
±6

(D2
1 − D2

2)(D1 ∓ D2 cosh(ζ/W))

+ tanφ0
∓4D2

1 ± D2
2 + 3D1D2 cosh(ζ/W)

(D2
1 − D2

2)
2(D1 ∓ D2 cosh(ζ/W))2

)]

(A.32)
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As recently found for structures comprising a network of squares connected by thin and highly

deformable ligaments [94], Eqs. (A.29) and (A.32) reveal that our system supports the propagation

of elastic vector solitons (i.e. solitary waves with two components ­ one translational and one

rotational ­ that are coupled together and co­propagate without dispersion).
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Figure A.11: (a)‐(b) Analytical solution for a structure characterized by Ks = 0.0185, Kθ = 1.5 × 10−4, α = 1.8,
c = 0.1 and φ0 = 5◦. (c)‐(d) Comparison between analytically (lines) and numerically (markers) predicted
rotation and normalized displacement profiles at T = 840, 1080, and 1320. Also in this case we assume that
Ks = 0.0185, Kθ = 1.5× 10−4, α = 1.8, c = 0.1 and φ0 = 5◦.

In Figs. A.11(a­b) we report the solution given by Eqs. (A.29) and (A.32), assuming that

Ks = 0.02, Kθ = 1.5 × 10−4, α = 1.8, c = 0.1 and φ0 = 5◦. We find that the two vector solitons

supported by the system are both characterized by positive values of longitudinal displacement U

(i.e. both waves are accompanied by a translation from left to right ­ see Fig. A.11(b)). As for

the rotational component, one solution is characterized by positive θ and the other one by negative

θ (see Fig. A.11(a)). This means that in one case the top unit of the i­th pair of crosses rotates
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clockwise, while in the other it rotates counter­clockwise (in both cases neighboring units rotate in

opposite directions). It is also important to note that, while the two solutions forU have comparable

magnitude, the negative solution for θ (i.e. the one that involves counter­clockwise rotation for the

top unit of the i­th pair of crosses) has much larger amplitude than the positive one. Such disparity

is due to the asymmetry of the structure with φ0 ̸= 0, which makes rotation in clockwise direction

for the i­th unit (for which the left horizontal hinge is higher than the right one) energetically more

favorable. Finally, to verify the validity of our analytical solution, in Fig. A.11(c­d) we compare

the analytical solutions to numerical results obtained by direct integration of the full discrete model

(Eqs. (A.3)). Note that in this set of simulations we consider a chain with 2×150 crosses and input

our theoretical solutions (i.e. Eqs. (A.29) and (A.32)) as boundary conditions for the first pair of

crosses at the left end of the chain, while implementing free­boundary conditions at its right end.

We find an excellent agreement between our analytical (lines) and numerical (markers) results,

indicating that the assumptions we made, i.e., wave length ≪ unit length and θ ∼ φ0 ≪ 1, are

appropriate.

A.5 Amplitude Gaps for Solitons

Eq. (A.29) defines the solitary waves with stable profile that propagate in our system. However,

inspection of Eqs. (A.29) and (A.31) reveals that such waves exist only if:

(i) W is real, yielding
C1 > 0 (A.33)

since an imaginary W results in a periodic solution, which violates Eq. (A.26);

(ii) D2 is a real number, yielding
C2
2

9C2
1
− C3

2C1
> 0 (A.34)
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since we want the solution θ to be real;

(iii) the denominator in Eq. (A.29) is different from zero, yielding

D1 ± D2 cosh(Wζ) ̸= 0 ∀ ζ (A.35)

since we require the solution θ to be of finite amplitude. Note that, since D2 > 0 (see Eq.
(A.34)) and cosh(Wζ) ∈ [1,∞), if we require both solutions of Eq. (A.29) to exist, Eq. (A.35)
can be rewritten as

−D2 < D1 < D2. (A.36)

Differently, if D1 > D2 or D1 < −D2, only one of the two solitary waves supported by the
system exists. While in this Section we focus on the case where condition (A.36) is satisfied
(so that both solutions exist), in Supplementary Note 6: Solitons excited by pulling, we
investigate the case in which only one solution exists.

By substituting Eqs. (A.24) and (A.28) into conditions (A.33), (A.34) and (A.36) and assuming

that c < 1 (note that in all our experiments and simulations c ∈ [0.05, 0.5]) and that φ0 < 0.7137 =

41◦ (so that 7 cos(2φ0) > 1), we find that solitary waves exist in our system only if

c2 < α2 (Ks − Kθ) and c2 <
3Kθ

2 sin2 φ0 + 3Kθ
. (A.37)

Conditions (A.37) clearly show that there is an upper limit for the velocity of the propagating

solitary waves, i.e.,

c < cmax (A.38)

where

cmax = min

{
α
√
Ks − Kθ,

√
3Kθ

2 sin2 φ0 + 3Kθ

}
. (A.39)
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Substitution of condition (A.38) into Eq. (A.30) yields

A > Aupper =
1

D1 + D2

∣∣∣∣∣
c=cmax

and A < Alower =
1

D1 − D2

∣∣∣∣∣
c=cmax

(A.40)

indicating that solitary waves can propagate in our system only if their amplitude is larger than

Aupper and lower that Alower. Therefore, conditions (A.40) define an amplitude gap for solitons.

By substituting Eqs. (A.31) and (A.28) into (A.40), Aupper and Alower can be expressed in terms of

structural parameters as,

Aupper =
2
√
3/γ

√
2γ cos(4φ0) + cos(2φ0) [21Kθ − (21Kθ + 8)γ] + 6γ+ 3Kθ(γ− 1)− 6α sin(2φ0)

7 cos(2φ0)− 1
,

Alower =
−2

√
3/γ

√
2γ cos(4φ0) + cos(2φ0) [21Kθ − (21Kθ + 8)γ] + 6γ+ 3Kθ(γ− 1)− 6α sin(2φ0)

7 cos(2φ0)− 1

(A.41)

if sinφ0 <
√
3Kθ(1− γ)/(2γ), or as

Aupper = 0 and Alower =
−12 sin(2φ0)

7 cos(2φ0)− 1
(A.42)

if sinφ0 >
√
3Kθ(1− γ)/(2γ), with γ = α2(Ks − Kθ).

In Figs. A.12(a­c) we report the evolution of Aupper (solid purple line) and Alower (solid blue line)

as a function of φ0 for chains characterized by α = 1.8 and (Kθ, Ks)=(1.5×10−4, 0.02) (Fig. A.12(a)),

(1.0×10−4, 0.02) (Fig. A.12(b)) and (1.5×10−4, 0.1) (Fig. A.12(c)). We find that, while for φ0 = 0◦

(i.e. when all horizontal hinges are aligned) Alower = −Aupper, |Alower| and Aupper become larger and

smaller, respectively, as φ0 increases. This is because the hinges shifting (i.e. φ0 ̸= 0◦) introduces

a disparity between the two directions of rotation. Under compression in the longitudinal direction,
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Figure A.12: (a)‐(c) Evolution of the amplitude gap as a function of the angle φ0 chains characterized by (a)
α=1.8, Kθ=1.5 × 10−4 and Ks=0.02; (b) α=1.8, Kθ=1.0 × 10−3 and Ks=0.02; (c) α=1.8, Kθ=1.5 × 10−4 and
Ks=0.1. (d) Evolution of φcr

0 as a function of Ks and Kθ, assuming α = 1.8.

for all units of the shifted chain with the left hinge higher than the right one, it is energetically more

favorable to rotate in the clockwise direction, while for the ones with a lower left hinge, rotations

in the counter­clockwise direction are preferred. As such, pulses that excite energetically favorable

rotations can propagate more easily than those inducing energetically unfavorable rotations. We

also note that a critical angle

φcr
0 = arcsin

√
3Kθ(1− γ)

2γ
(A.43)

exists at which Aupper eventually vanishes. In structures with φ0 > φcr
0 all solitons that induce

energetically favorable rotations can propagate through the system, irrespectively of their magni­

tude. In Fig. A.12(d) we report the evolution of the angle φcr
0 as a function of Ks and Kθ (assuming
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α = 1.8). We find that φcr
0 increases for larger values of Kθ, while it decreases as Ks becomes larger.

Focusing on the mechanism behind the emergence of the observed amplitude gap for solitons,

it is important to note that the propagations of vector solitons require a strong coupling among

different polarizations [100,101]. As such, we expect such amplitude gaps to emerge when there is

weak coupling between the two polarizational components. According to Eqs. (A.22), the coupling

terms in our system are

[
tanφ0 + θ− tanφ0

2
θ2
]
∂θ
∂X

∼ (φ0 + θ)
∂θ
∂X

(A.44)

and [
2 sin(2φ0) + 4θ cos2 φ0 − θ2 sin(2φ0)

] ∂U
∂X

∼ 4 (φ0 + θ)
∂U
∂X

. (A.45)

Eqs. (A.44) and (A.45) clearly show that if φ0 = 0 (i.e. for the aligned structure), the coefficients

of both coupling terms are proportional to θ, so that large enough rotations are needed in order

to activate them and enable the propagation of vector solitons. Differently, if φ0 ̸= 0 (i.e. for

the shifted structure), the coefficients are proportional to φ0 + θ and the strength of the coupling

depends on the direction of rotation. The coupling among U and θ is strong when the wave induces

an energetically favorable rotation (since φ0 and θ have the same sign and their effect sums up),

resulting in lower values for Auppers asφ0 increases. By contrast, if the wave induces an energetically

unfavorable rotation (i.e. θ < 0), large rotations are required to make the coupling strong enough

(i.e. θ < 0 has to go more negative to compensate for the bias induced by the positive φ0), resulting

in large |Alower|.
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A.6 Solution for the Aligned Chain

While in Supplementary Note 4: Continuum model and Supplementary Note 5: Amplitude gaps

for solitons we derived the analytical solution for the most general case of a system in which

neighboring horizontal hinges are shifted vertically by a sinφ0, here we specialized it to a structure

in which all horizontal hinges are aligned (i.e. φ0 = 0). If φ0 = 0, the solution given by Eqs.

(A.29)­(A.32) reduces to,

θ = A sech
(

ζ
W

)
, U =

A2W
2(1− c2)

[
1− tanh

(
ζ
W

)]
(A.46)

with

A = ±
√
6Kθ(1− c2)

c2
and W =

√
α2(Ks − Kθ)− c2

6α2Kθ
. (A.47)

In Figs. A.13(a­b) we plot the analytical solution given by Eqs. (A.46), assuming Ks = 0.0185,

Kθ = 1.5 × 10−4, α = 1.8 and c = 0.1. We find that the two solutions supported by the system are

characterized by identical translational components. The rotational components are also identical,

but have opposite direction. Note that the two solutions have the same magnitude because in the

aligned chain the units do not have a preferential direction of rotation. Finally, in Figs. A.13(c­d),

we compare the analytical solution to numerical results obtained by direct integration of the full

discrete model (Eqs. (A.3)). Note that in this set of simulations we consider a chain with 2 × 150

crosses and assign the displacement and rotation signals given by Eqs. (A.46) to the first pair of

units on the left , while keeping free boundary conditions at the right end. Again, we find an

excellent agreement between our analytical (lines) and numerical (markers) results.
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Figure A.13: (a)‐(b) Analytical solution for a structure characterized by Ks = 0.0185, Kθ = 1.5 × 10−4, α = 1.8,
c = 0.1 and φ0 = 0.0. (c)‐(d) Comparison between analytically (lines) and numerically (markers) predicted
rotation and normalized displacement profiles at T = 840, 1080, and 1320. Also, in this case we assume that
Ks = 0.0185, Kθ = 1.5× 10−4, α = 1.8, c = 0.1 and φ0 = 0◦.

As for the amplitude gap, if φ0 = 0, Eqs. (A.41) and (A.42) reduce to

Aupper = −Alower =

√
6Kθ

α2(Ks − Kθ)
− 6Kθ. (A.48)

In Fig. A.14 we report the evolution Aupper = −Alower as a function of Ks, Kθ and α. The contour

plots indicate that Aupper can be tuned by varying either Ks or Kθ, while α has a more moderate effect.
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A.7 Solitons Excited by Pulling

While in Supplementary Note 5, we consider the case in which condition (A.36) is satisfied and the

system supports two elastic vector solitons, here we investigate the response of the system when

only one elastic vector soliton exists (i.e. when D1 > D2 or D1 < −D2). Let us consider the case

D1 < −D2. Existence of such solitary wave requires that

C1 > 0,
C2
2

9C2
1
− C3

2C1
> 0 and D1 < −D2. (A.49)

Substitution of Eqs. (A.24) and (A.28) into conditions (A.49) yields,

c2 > α2 (Ks − Kθ) , c2 >
3Kθ

2 sin2 φ0 + 3Kθ
,

and c2 >
3Kθ (7 cos(2φ0)− 1)

cos(2φ0)(21Kθ + 8)− 2 cos(4φ0)− 6− 3Kθ
.

(A.50)
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Assuming that φ0 < 0.7137 = 41◦ (so that 7 cos(2φ0) > 1), condition (A.50)3 is only satisfied if

cos(2φ0)(21Kθ + 8)− 2 cos(4φ0)− 6− 3Kθ < 0 (A.51)

since positive values of the denominator always lead to c > 1. In Fig. A.15(a), we report the region

of the φ0­Kθ domain in which condition Eq. (A.51) is satisfied as the shaded area. We find that this

type of solitary waves is supported by the system only for large enough φ0.

Conditions Eqs. (A.50)1, 2 clearly show that there is a lower limit for the velocity of the propa­

gating solitary waves, i.e.

c > cmin (A.52)

where

cmin = max

{
α
√
Ks − Kθ,

√
3Kθ

2 sin2 φ0 + 3Kθ

}
. (A.53)

When constraint Eq. (A.52) is satisfied, the system supports only one solution in the form

θ =
1

D1 − D2cosh (ζ/W)
(A.54)

where D1 and D2 are defined in Eqs. (A.28) and (A.31). This solution is plotted in Fig. A.15(b),

assuming Ks = 0.0185, Kθ = 1.5 × 10−4, α = 1.8, c = 0.5 and φ0 = 8◦. Moreover, in Fig. A.15(c)

we report the displacement component, obtained via Eq. (A.32). We notice that, in contrast to the

cases considered in the previous sections, the displacement is negative and has a positive gradient,

indicating that the soliton stretches the structure in the longitudinal direction during propagation

(note that all solitons considered in previous sections induce compressive stresses within the chain).
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As such, these solitary waves can be excited by pulling one end of the chain.
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Figure A.15: (a) Region (shaded area) of the φ0‐Kθ domain in which pulling solitons exist. (b)‐(c) Analytical so‐
lution for a structure characterized by Ks = 0.0185, Kθ = 1.5 × 10−4, α = 1.8, c = 0.5 and φ0 = 8◦. (d)‐(e)
Comparison between analytically (lines) and numerically (markers) predicted rotation and normalized displace‐
ment on the same structure at T = 226, 294, and 360. (f) Relation between pulse velocity and amplitude for
pulling solitons propagating in structures characterized by different angles φ0.

To verify the validity of our analytical solution, in Figs. A.15(d­e) we compare the analytical

solutions to numerical results obtained by direct integration of the full discrete model (Eqs. (A.3)).

Note that in this set of simulations we consider a chain with 2× 150 crosses and input our theoret­

ical solutions (i.e. Eqs. (A.54)) as boundary conditions for the first pair of crosses at the left end

of the chain, while implementing free­boundary conditions at its right end. We find an excellent

agreement between our analytical (lines) and numerical (markers) results, confirming the validity

of our continuum model. Finally in Fig. A.15(f), we present the c­A relation for solitary waves

excited by pulling. Unlike the case of compressive solitons, which propagate faster for smaller

amplitudes, we find that the ones with larger amplitude travel faster (i.e. c always increases when
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the amplitude A increases). This difference is due to the fact that under compression our system

exhibits nonlinear strain softening, while under tension it exhibits strain hardening. Finally, we

note that we expect pulling solitons to be difficult experimentally observe, since they require an

excitation applied at a very high speed.

A.8 Energy Carried by Solitons

In this section we determine the energy carried by the elastic vector solitons supported by our

system. To begin with, we focus on the i­th pair of crosses, whose total energy is given by the sum

of the elastic energy stored in the hinges and the kinetic energy of two rigid crosses. As shown in

Fig. A.16, there are two types of hinges associated to the i­th pair of crosses: two horizontal hinges

(whose deformation is characterized by δilH , δ
i
sH and δiθH) and one vertical hinge (whose deformation

is characterized by δilV , δ
i
sV and δiθV).

horizontal 

hinges

vertical 

hinges

Figure A.16: A schematic diagram for the analysis of unit cell energy.
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It follows that the total energy for the i­th pair of crosses can be expressed as,

ei =
1
2
kl(2δi 2lH + δi 2lV ) +

1
2
ks(2δi 2sH + δi 2sV ) +

1
2
kθ(2δi 2θH + δi 2θV ) + m

(
∂ui
∂t

)2
+ J

(
∂θi
∂t

)2
, (A.55)

where

δilH = ui+1 − ui +
a

2 cosφ0

[
2 cosφ0 − cos(φ0 + θi)− cos(φ0 + θi+1)

]
,

δisH =
a

2 cosφ0

[
sin(φ0 + θi+1)− sin(φ0 + θi)

]
,

δiθH = θi+1 + θi,

δilV = δisV = 0,

δiθV = 2θi.

(A.56)

Eq. (A.55) can be written in dimensionless form as

Ei =
ei
kla

= Δi 2
lH + KsΔi 2

sH +
Kθ

8 cos2 φ0
(2δi 2θH + δi 2θV ) +

(
∂Ui
∂T

)2
+

1
4α2 cos2 φ0

(
∂θi
∂T

)2
(A.57)

where Δi
∗ = δi∗/a are the normalized deflections

Δi
lH = Ui+1 − Ui +

1
2 cosφ0

[
2 cosφ0 − cos(φ0 + θi)− cos(φ0 + θi+1)

]
,

Δi
sH =

1
2 cosφ0

[
sin(φ0 + θi+1)− sin(φ0 + θi)

]
.

(A.58)

Next, we introduce the continuum functions θ(X,T) and U(X,T) and assume that the width of the

propagating waves is much larger than the unit cell size and that θ ∼ φ0 << 1. The total energy of

111



the i­th pair of crosses (Eq. (A.57)) can then be approximated as

E(X,T) =
(
∂U
∂X

+
cosφ0 − cos(φ0 + θ)

cosφ0

)2
+

Ks
4

(
∂θ
∂X

)2
+

3Kθθ2

2 cos2 φ0

+

(
∂U
∂T

)2
+

1
4α2 cos2 φ0

(
∂θ
∂T

)2
,

(A.59)

which can be rewritten in terms of the traveling coordinate ζ = X− cT as

E(ζ) =
(
∂U
∂ζ

+
cosφ0 − cos(φ0 + θ)

cosφ0

)2
+

Ks
4

(
∂θ
∂ζ

)2
+

3Kθθ2

2 cos2 φ0

+ c2
(
∂U
∂ζ

)2
+

c2

4α2 cos2 φ0

(
∂θ
∂ζ

)2
(A.60)

Finally, the energy carried by the elastic vector solitons is given by

ES =

∫ +∞

−∞
E(ζ)dζ, (A.61)

where U and θ entering in Eq. (A.60) are defined by Eqs. (A.29) and (A.32).

In Fig. A.17 we report the evolution of ES as a function of the amplitude A as predicted by Eq.

(A.61) for the aligned (i.e. φ0 = 0) and shifted (i.e. φ0 = 5◦) chains.

A.9 Dispersion Relation

In this section we linearize the discrete governing equations of the system (Eqs. (A.3)) to derive

its dispersion relation. We start by assuming that θi+p (with p = 0, ± 1) is small, so that

sin(θi+p + φ0) ≈ sin(φ0) + cos(φ0)θi+p,

cos(θi+p + φ0) ≈ cos(φ0)− sin(φ0)θi+p.

(A.62)
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Figure A.17: Evolution of ES as a function of the amplitude A for the aligned (blue line) and shifted (purple line)
chains.

Substitution of Eqs. (A.62) into Eqs. (A.3) yields the linearized equations,

∂2Ui
∂T2

=Ui+1 − 2Ui + Ui−1 +
1
2
tan(φ0) (θi+1 − θi−1) ,

1
α2

∂2θi
∂T2

=
(
Ks cos2(φ0)− sin2(φ0)− Kθ

)
(θi+1 + θi−1)

− 2
(
Ks cos2(φ0) + sin2(φ0) + 2Kθ

)
θi − sin(2φ0) (Ui+1 − Ui−1) ,

(A.63)

which can be written in matrix form as

MΦ̈i +
∑

p=−1,0,1
K(p)Φi+p = 0, (A.64)
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where

M =

1 0

0 α−2

 , Φi+p =

Ui+p

θi+p,

 ,

K(0) =

2 0

0 2
(
Ks cos2(φ0) + sin2(φ0) + 2Kθ

)
 ,

K(±1) =

 −1 ∓ tan(φ0)

± sin(2φ0) −
(
Ks cos2(φ0)− sin2(φ0)− Kθ

)
 .

(A.65)

Next, we seek a solution of Eqs. (A.64) in the form of a harmonic wave

Φi(T) = Φ̃i(μ) exp ı(μXi − ωT), (A.66)

where ω is the normalized cyclic frequency of harmonic motion (the dimensional cyclic frequency

is ω
√
kl/m), μ is the wavenumber, ı =

√
−1 and Φ̃i = [Ũi, θ̃i] is a vector that defines the amplitude

of wave motion. Substitution of Eq. (A.66) into Eq. (A.64) yields

−ω2MΦ̃i +
∑

p=−1,0,1
K(p)Φ̃i+peı μ Xi+p = 0, (A.67)

with Xi+p = i+ p. Eq. (A.67) is an eigenvalue problem that yields two dispersion branches, ω(1)(μ)

and ω(2)(μ), each corresponding to a linear wave mode. While for the general case φ0 ̸= 0 Eq.

(A.67) can only be solved numerically to find ω(1) and ω(2), for the special case φ0 = 0 an analytical
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solution exists

ω(1) =
√
2− 2 cos μ,

ω(2) = α
√
2(Ks + 2Kθ)− 2(Ks − Kθ) cos μ.

(A.68)

with the corresponding eigenvectors given by

Φ̃(1)
=

[
1, 0

]T and Φ̃(2)
=

[
0, 1

]T (A.69)

In Figs. A.18(a­b) we report the dispersion relation for a chain with φ0 = 0◦ and 5◦, respectively.

Note that each point on the dispersion curves is color­coded to show the corresponding modal

polarization, which for the k­th branch is defined as

η(k)θ =
θ̃(k)i√(

θ̃(k)
)2

+
(
Ũ(k)
i

)2 , with k = 1, 2. (A.70)

We find that the linear modes of the structure with φ0 = 5◦ contain both rotational and translational

component (i.e., the two degrees of freedom are coupled). Differently, for the special case φ0 = 0◦

the two propagation modes are fully decoupled, each associated with a single degree of freedom

(i.e. since ηθ = 0 on the first branch and ηθ = 1 on the second one, the corresponding modes are

purely translational and rotational, respectively). We also find that for the case φ0 = 0◦ the purely

rotational mode branch starts at a finite frequency (i.e. linear waves with rotational component are

not supported for ω < α
√
6Kθ), indicating that the system possesses a linear low­frequency band

gap for rotation (highlighted in green in Fig. A.18(a)). To demonstrate the effect of such linear

frequency gap, we numerically solve the ODEs given by Eqs. (A.3) for a chain with 150 pairs of
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crosses excited by a longitudinal displacement Uinput = 10−4 sinωT applied to the mid­point at its

left end. In Figs. A.18 (c­d) we report the numerically recorded transmittance for both rotational

and translational component,max(θ100(T))/max(θ2(T)) andmax(U100(T))/max(U2(T)). We find that

for the case φ0 = 0 the transmission of rotational modes significantly drops at low frequencies,

confirming the existence of the low­frequency band gap for rotations. By contrast, no such drop

in transmission is observed for the system with φ0 = 5◦, a consequence of the absence of any type

of gap.

Lastly, it is important to note that the frequency content of the solitary waves supported by

our system overlaps with this low­frequency band gap for rotation (see Fig. A.18(e) for a typical

soliton characterized by A = 0.30). As discussed in the main text and in Supplementary Note 9, the

behavior of our soliton splitters is affected by such overlap, which prevents radiation of rotational

vibrations.

116



0

wave vector 

0.1

0.2

0.3

0.4

0.5

0

0.2

0.4

0.6

0.8

1

0

wave vector 

0.1

0.2

0.3

0.4

0.5

-40 -20 0

transmission (dB)

-40 -20 0

transmission (dB)

0 0.5 1

0 0.5 1

normalized amplitude 

0

0.005

0.01

0.015

n
o

rm
a

liz
e

d
 f
re

q
u

e
n

c
y
 

normalized amplitude 

0

0.005

0.01

0.015

n
o

rm
a

liz
e

d
 f
re

q
u

e
n

c
y
 

n
o

rm
a

liz
e

d
 f
re

q
u

e
n

c
y
 

n
o

rm
a

liz
e

d
 f
re

q
u

e
n

c
y
 

a
c e

b
d f

m
o

d
a

l 
ra

ti
o

 o
f 
ro

ta
ti
o

n

Figure A.18: (a)‐(b) Linear dispersion relations for a chain with φ0 = 0 and φ0 = 5◦, respectively. The disper‐
sion curves are color‐coded to show the modal ratio of rotation ηθ. (c)‐(d) Amplitude transmission coefficients
of the two linear modes for a chain with φ0 = 0 and φ0 = 5◦, respectively; (e)‐(f) Frequency content of a typical
soliton supported by a chain with φ0 = 0 and φ0 = 5◦, respectively. Note that the frequency range is changed
in order to show the low frequency dominance in the soliton.
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A.10 Additional Results for Splitter

In this Section, we report the results of additional numerical analysis and experiments conducted

on our soliton splitter.

A.10.1 Experimental results

While in the main text we show experimental results for a soliton splitter with a pair of stiffer hinges

made of polyester sheets with thickness tdh = 0.635 mm (so that Kd
s/Ks = Kd

θ/Kθ = 30), in Fig. A.19

we present experimental results for our 2× 50 sample with φ0 = 0 and two stiffer hinges made of

polyester sheets with thickness tdh = 0.508mm (Fig. A.19(a)) and tdh = 0.635mm (Fig. A.19(b)) and

paper clips (Fig. A.19(c)), which connect the 24th and the 25th pairs of crosses. Note that these

three pairs of stiffer hinges result in Kd
s/Ks = Kd

θ/Kθ = 18, 30 and 175, respectively. The results

clearly indicate that the amount of reflected and transmitted energy can be controlled by varying

the stiffness ratio. For the splitter characterized by Kd
s/Ks = Kd

θ/Kθ = 18, most of the energy of the

incident pulse is carried by the transmitted soliton and only a small portion by the reflected one;

for the splitter characterized by Kd
s/Ks = Kd

θ/Kθ = 30, as described in main text, the energy carried

by the incident pulse is roughly equally split between the transmitted and reflected solitons; for the

splitter characterized by Kd
s/Ks = Kd

θ/Kθ = 175, most of the energy of the incident pulse is carried

by the reflected soliton.

Finally, in Fig. A.20 we compare the experimentally measured rotation during the propagation

of the pulse in a chain characterized by φ0 = 0◦ (Fig. A.20(a)) and φ0 = 5◦ (Fig. A.20(b)). Note that

in both cases the sample comprises 2×50 units and a stiffer pair of hinges made of polyester sheets

with thickness tdh = 0.635mm is introduced to connect the 24th and the 25th pairs of crosses. While
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Figure A.19: Experimentally measured rotation of the pairs of crosses during the propagation of the pulse for
soliton splitters with two stiffer hinges made of (a) polyester sheets with thickness tdh = 0.508 mm, (b) polyester
sheets with thickness tdh = 0.635 mm and (c) paper clips. The location of the stiff pair of hinges is indicated by
the dashed red line
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Figure A.20: Experimentally measured rotation during the propagation of the pulse for soliton splitters charac‐
terized by (a) φ0 = 0◦ and (b) φ0 = 5◦. The location of the stiff pair of hinges (made of polyester sheets with
thickness tdh = 0.635 mm) is indicated by the dashed red line

in the aligned chain, the pulse excited at the left end of the chain is split into two clean solitons by

the pair of stiffer hinges, in the shifted chain the signal both transmitted and reflected by the stiffer

pair of hinges is much more noisy.

A.10.2 Numerical results

While in Fig. 2.3 of themain text we present results only for the rotational component θ, in Fig. A.21

we show also the evolution of U as the solitary wave propagates in a 2× 1000 chain characterized

by φ0 = 0 with a pair of stiffer hinges (with Kd
s/Ks = Kd

θ/Kθ = 30) connecting the 500th and

501st rigid crosses. The spatio­temporal plots for both θ (Fig. A.21(a)) and U (Fig. A.21(c)) clearly
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indicate that the pair of stiffer hinges splits the incoming soliton into two pulses that propagate with

stable shape and constant velocity and that no trains of solitons are generated. As for the radiation

of linear waves, we find that the interaction between the soliton and the stiffer hinges generate

only translational vibrations (see small fluctuations in Fig. A.21c), since the overlap between the

frequency content of the solitary waves supported by our system and the low­frequency band gap

for rotation (see Fig. A.18) prevents radiation of small amplitude rotational waves. We also note

that the energy transferred to the translational vibrations can be estimated by comparing the energy

carried by the incident soliton to that carried by the reflected and transmitted ones. Since in the

aligned chain (i.e. for φ0 = 0) the amplitudes of the incident, reflected and transmitted solitons are

measured to be Ai = 17.2◦, Ar = 13.75◦ and At = 14.89◦ (see Figs. A.21 (a­b)), using Eq. (A.61)

and the results of Fig. A.17 we find that the normalized energy carried by them is ES, i = 0.0465,

ES, r = 0.0184 and ES, t = 0.0262, respectively. Hence, since in our splitter (ES, r + ES, t)/ES, i = 0.96,

only 4% of the energy carried by the incoming soliton is transferred to translational linear vibrations.

By contrast, for the shifted structure (for which φ0 = 5◦) we measure Ai = 16.45◦, Ar = 5.45◦ and

At = 12.08◦ (see Figs. A.21(e­f)), so that ES, i = 0.1575, ES, r = 0.008 and ES, t = 0.064. As such,

in the shifted structure, which lacks both an amplitude gap for solitons and a low­frequency band

gap for linear rotational vibrations, ∼ 54% of the energy carried by the incoming solitary wave

is transferred to small amplitude solitons and linear vibrations. Finally, it is important to point

out that the group velocity of the longitudinal vibrations supported by the chain characterized by

φ0 = 0 is one magnitude larger than the typical velocity of solitons (i.e. the solitons propagating

in the chain have velocity c ∼ 0.1, whereas the velocity of the longitudinal vibration in the long

wavelength limit is found from the dispersion relation of Fig. A.18(a) to be ∼ 1). As such, the

linear waves propagating in our splitter are very fast and do not interfere with the transmitted and

120



reflected solitary waves, leading to a clean splitter for solitons.
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Figure A.21: Soliton splitter with a stiff defect (Kd
s/Ks = Kd

θ/Kθ = 30) between the 500th and 501st rigid
crosses . (a)‐(d) Numerical results for a 2×1000 chain with symmetric crosses characterized by φ = 0◦. (e)‐(h)
Numerical results for a 2×1000 chain with asymmetric crosses characterized by φ = 5◦.

While the results reported in Fig. A.21 are for a chain with a stiffer hinge, we also conducted

an additional numerical simulation on a chain that embeds a softer hinge. More specifically, we

considered a chain comprising 1000 units and a pair of softer hinges (with Kd
s/Ks = Kd

θ/Kθ = 1/30)

connecting the 500th and 501st rigid crosses. The results shown in Figs. A.22(a­d) indicate that in

the system with φ0 = 0 the fragmented oscillations are wiped out due to the amplitude gap and that
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only a small amount of purely translational vibrations are generated by the interaction between the

soliton and the softer pair of hinges. Differently, for the shifted chain (φ0 = 5◦) due to the absence

of both the amplitude gap for solitary waves (i.e. Aupper = 0◦ for the system) and the low­frequency

linear gap for rotational vibrations, trains of pulses and linear vibrations are generated when the

propagating soliton hits the pair of softer hinges.
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Figure A.22: Soliton splitter with a softer defect (Kd
s/Ks = Kd

θ/Kθ = 1/30) between the 500th and 501st rigid
crosses . (a)‐(d) Numerical results for a 2×1000 chain with symmetric crosses characterized by φ = 0◦. (e)‐(h)
Numerical results for a 2×1000 chain with asymmetric crosses characterized by φ = 5◦.

Finally, we conduct a set of discrete numerical simulations on an aligned chains to further
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explore the effect of the stiffness ratio Kd
s/Ks = Kd

θ/Kθ on the response of the system. In all our

simulations we consider an aligned chains (i.e. φ0 = 0◦) comprising 2× 1000 crosses and a pair of

stiffer hinges (with stiffness Kd
s and Kd

θ) connecting the 500th and 501st units. In our simulations we

0 50 100
0

0.5

1a

0 50 100
0

0.5

1b

Figure A.23: Numerical results showing the effect of Kd
s/Ks = Kd

θ/Kθ on the amplitude of the transmitted and
reflected solitons. Amplitude ratios (a) Ar/Ai and (b) At/Ai as a function of Kd

s/Ks = Kd
θ/Kθ for different values

of Ai. The splitter considered in our simulations comprises a chain of 2× 1000 crosses with φ0 = 0◦, Ks = 0.02,
Kθ = 1.5 × 10−4, α = 1.8 and φ = 0◦. A pair of stiffer hinges are inserted at the center of the chain with
stiffness ratio Kd

s/Ks = Kd
θ/Kθ ∈ [1, 100].

consider Kd
s/Ks = Kd

θ/Kθ ∈ [1, 100] and input our theoretical solutions (i.e. Eqs. (A.29) and (A.32))

as boundary conditions for the first pair of crosses at the left end of the chain, while implementing

free­boundary conditions at its right end. We consider input signal of different magnitude (Ai),

identify the normalized time Tc at which the pulse is split by the stiffer pair of hinges and then

monitor the amplitude of the reflected (Ar) and transmitted (At) solitons at Tc+1000. In Figs. A.23(a­

b) we show the amplitude ratios Ar/Ai and At/Ai for Ai = 0.25, 0.30, 0.35 and 0.40. We find that:

(i) the amplitude of the reflected soliton Ar increases monotonically with Kd
θ/Kθ = Kd

s/Ks; (ii) the

amplitude of the transmitted soliton At decreases monotonically for increasing Kd
θ/Kθ = Kd

s/Ks; (iii)

Both Ar/Ai and At/Ai do not depend on the amplitude of the input signal, suggesting that our soliton

splitter is a robust device.
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A.11 Additional Results for Diode

In this Section, we provide additional experimental and numerical results for our mechanical diode.

A.11.1 Experimental results

In Fig. 2.4 of the main text we report the spatio­temporal rotation diagrams for two of the experi­

ments we conducted on our mechanical diode. In Fig. A.24 we show the experimental results for

the remaining five experiments.
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Figure A.24: (a) Experimentally measured transmission, |A40|/|A10|, as a function of the input amplitude, |A10|,
for pulses excited at the left end of the chain. (b) Experimentally measured transmission, |A10|/|A40|, as a func‐
tion of the input amplitude, |A40|, for pulses excited at the right end of the chain. (c)‐(g) Optical images and
corresponding rotation of the pairs of crosses as measured in five different experiments.

A.11.2 Numerical results

In the main text, we have investigated the response of a mechanical diode with 2N and (2N + 1)

pairs of crosses characterized by φ0 = 0 and a central portion consisting of 2Na pairs of crosses with
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φ0 = 5◦, assuming N = 12 and Na = 3 (see Fig. 2.4 of the main text). We found that for all pulses

with amplitude larger than Aφ0=0
upper = 6.55◦ initiated at the left end of the system the transmission,

|A40|/|A10| approaches unity. Differently, when the excitation is applied at the right end of the chain,

the transmission |A10|/|A40| is close to zero, even if the amplitude of the input signal is outside the

gap of the region with φ0 = 0 (i.e. |A40| > Aφ0=0
upper ). However, as typically observed in electronic [154]

and thermal [109] diodes, if the amplitude of the pulses becomes too large, the diode experiences a

condition known as breakdown. As a result, solitary waves with amplitude larger than Abr ≈ 15◦

propagate through the diode (i.e. if |A40| > Abr ≈ 15◦, then |A10|/|A40| ∼ 0.6). It is important to note

that the breakdown amplitude Abr is analogous to the breakdown voltage of electronic diodes and

determines the reliability of the device, since it defines the largest amplitude of a soliton that the

diode can block.

To study the effect of φ0 and Na on Abr, we conduct a set of discrete simulations in which we

excite pulses of different amplitude at the right end of the chain and measure the transmission

|A10|/|A40|. In Fig. A.25(a) we report the measured transmission as a function of the amplitude of

the input signal for diodes characterized by different values ofNa andφ0 = 5◦ (while keepingN=12).

We find that as Na increases, Abr becomes larger, indicating a longer shifted section enhances the

performance of our diode. We also note that for Na = 1, the transmission is always close to unity

and our structure no longer functions as a diode. In fact, every incident soliton large enough to

propagate through the aligned chain tunnels through such a diode.

In Fig. A.25(b) we report the measured transmission as a function of the amplitude of the input

signal for diodes characterized by Na = 3, φ0 = 3◦ and 7◦, and N=12. We find that lower values

of φ0 make the diode less reliable, since Abr decreases (Abr ≈ 15◦ for φ0 = 5◦ and Abr ≈ 10◦ for

φ0 = 3◦). Differently, for φ0 = 7◦, all pulses considered in the simulations are blocked by the diode
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Figure A.25: Numerical results showing the effect of Na and φ0 on the breakdown amplitude Abr. (a) Trans‐
mission as a function of the amplitude of the input signal for diodes characterized by different numbers Na of
pairs of crosses with φ0 = 5◦ (while keeping N=12). (b) Transmission as a function of the amplitude of the in‐
put signal for diodes characterized by Na = 3 and φ0 = 3◦ and 7◦ (while keeping N=12). (c) Evolution of the
breakdown amplitude Abr as a function of Na and φ0.

and no solitons tunnel through.

Finally, in Fig. A.25(c) we summarize all of our numerical results and report the evolution of

Abr as a function of Na and φ0.
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B.1 Fabrication

Our system is identical to that recently considered in [121] and consists of a long chain of 2×50

crosses made of LEGO bricks that are connected connected by thin and flexible hinges made

of plastic shims. Each cross­shaped unit is realized using four brackets 2×2­2×2 (LEGO part

3956), as shown in Fig. B.1. The hinges are realized by laser cutting the octagonal shape shown

in Fig. B.1(a) out of polyester plastic sheets (Artus Corporation, NJ ­ 0.005”, Blue) with thickness

th = 0.127 mm, Young’s modulus E = 4.33 GPa and Poisson’s ratio ν = 0.4. The size of the oc­

tagonal shape is chosen to leave hinges of length lh = 4 mm between the cross­shaped rigid units.

Note that eight circular holes are incorporated into each hinge. They fit into the LEGO knobs and

enable us to fix the hinges between the interlocking LEGO bricks (see Fig. B.1(b)). Note that in

both samples identical bricks of different colors (black and gray) are used to facilitate visualization

of the propagating pulses.
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Figure B.1: Fabrication of our structure. (A) Parts used to fabricate a 2× 2 unit. (B) Exploded view of two pairs
of crosses. (C) The chain is realized by putting together a number of 2× 2 units.
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B.2 Testing

A

B C

D

E

1

3

2

4

F G

Figure B.2: Experimental setup. (A) Pictures of our experimental setup showing the LEGO chain, the metal
bars used to constrain the transverse movement of the chain and the pendulums and impactors used to excite
the pulses at both ends. (B) A few units of our sample. (C) The impactor used to initiate solitons that excite
positive rotations. (D) The impactor used to initiate solitons that excite negative rotations. (E) Close view of
the pendulum consisting of a metal frame and a hammer. (F) Friction is minimized by supporting each rigid
unit with pins. (G) Digital image correlation analysis. For each pair of rigid crosses four markers (blue dots) are
tracked.

To investigate the propagation of pulses in our sample, we place the chain on a smooth hori­

zontal surface (supported by pins to minimize the effect of friction ­ see Fig. B.2(f)) and use two
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impactors excited by two pendulums (see Figs. B.2(a­b) to initiate the waves. Two metal bars are

placed on both sides of the chain to keep it straight. Note that the metal bars are not interacting

with the chain during the propagation of nonlinear waves since the structure shrinks transversely

due to the rotation of crosses. Different input signals are applied to the chain by varying both the

strength of the pulse (controlled by the initial height of the striking pendulum) and the amplitude

of the pulse (controlled by the distance traveled by the impactor). Furthermore, the direction of

rotation imposed to the first and last pairs of crosses is controlled by using two different types of

impactors. Specifically, since we define as positive a clockwise (counter­clockwise) rotation of

the top unit in the even (odd) pairs, we use an impactor that hits the mid­point of the end pairs to

excite positive rotation (see Fig. B.2(c)) and one that hit their external arms to excite negative θi

(see Fig. B.2(d)). At this point we also want to point out that the direction of rotations imposed

by the impactors changes if the chain comprises an odd number of pairs. If the chain has a odd

number of pairs, the impactor that hits the mid­point of the last pair excite negative rotations (see

Fig. B.2(c)) and the one that hit the external arms of the last pair excite negative rotations (see

Fig. B.2(d)).

To monitor the displacement, ui, and rotation, θi, of i­th pair of crosses along the chain as the

pulses propagate, we use a high speed camera (SONY RX100V) recording at 480 fps and track

four markers placed on the external arms of each pair of crosses (see Fig. B.2(g)) via digital image

correlation analysis [153]. More specifically, the longitudinal displacement ui and rotation θi of the
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i­th pair of rigid units is obtained as

ui(t) =
1
2

∑
γ=1,2

[
x(γ)i (t)− x(γ)i (0)

]

θi(t) =
1
2

∑
γ=1,2

(−1)i+γ arcsin


(
x(γ+2)i (t)− x(γ+2)i (0)

)
−
(
x(γ)i (t)− x(γ)i (0)

)
√(

x(γ+2)i (0)− x(γ)i (0)
)2

+
(
y(γ+2)i (0)− y(γ)i (0)

)2


(B.1)

where
(
x(γ)i (t), y(γ)i (t)

)
and

(
x(γ)i (0), y(γ)i (0)

)
are the coordinates of the γ­th marker placed on the i­th

pair of rigid units at time t and that time t = 0 (i.e. before the impact), respectively.

B.3 Mathematical Models

B.3.1 Discrete model

Our system consists of a long chain of 2×N crosses with center­to­center distance a that are con­

nected by thin and flexible hinges (see Fig. B.3). Since in this work we focus on the propagation

of longitudinal nonlinear waves along the chain, we assign two degrees of freedom to each rigid

cross: the longitudinal displacement u and the rotation in the x − y plane θ. Moreover, guided by

our experiments, we assume that each pair of crosses shares the same displacement and rotates by

the same amount, but in opposite directions (i.e. if the top cross rotates by a certain amount in

clockwise direction, then the bottom one rotates by the same amount in counter­clockwise direc­

tion, and vice versa). As such, two degrees of freedom are assigned to the i­th pair of crosses: the

longitudinal displacement ui and the rotation θi (see Fig. B.3). Moreover, to facilitate the analysis,

we define a clockwise (counter­clockwise) rotation of the top unit in the even (odd) columns to be

positive, and similarly a clockwise (counter­clockwise) rotation of the bottom unit in the odd (even)
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Figure B.3: Schematics of the structure considered in this study.

columns to be negative (positive rotation directions are denoted by yellow arrows in Fig. B.3).

As for the hinges, wemodel them using a combination of three linear springs: (i) their stretching

is captured by a spring with stiffness kl; (ii) their shearing is governed by a spring with stiffness ks;

(iii) their bending is captured by a torsional spring with stiffness kθ (see Fig. B.3).

Under these assumptions, the equations of motion for the i­th pair of crosses are given by [121]

müi =kl
[
ui+1 − 2ui + ui−1 −

a
2
(cos θi+1 − cos θi−1)

]
,

Jθ̈i =− kθ(θi+1 + 4θi + θi−1) +
ksa2

4
cos θi

[
sin θi+1 − 2 sin θi + sin θi−1

]
− kla

2
sin θi

[
(ui+1 − ui−1) +

a
2
(
4− cos θi+1 − 2 cos θi − cos θi−1

)]
,

(B.2)

where m and J are the mass and moment of inertia of the rigid crosses, respectively.

Next, we introduce the normalized inertia α = a
√
m/(4J) and stiffness ratios Kθ = 4kθ/(kla2)

134



and Ks = ks/kl. Eqs. (B.2) can then be written in dimensionless form as

a2

c20

∂2ui
∂t2

= ui+1 − 2ui + ui−1 −
a
2
[cos θi+1 + cos θi−1] ,

a2

c20α2
∂2θi
∂t2

= −Kθ(θi+1 + 4θi + θi−1) + Ks cos θi
[
sin θi+1 + sin θi−1 − 2 sin θi

]
− sin θi

[
2 (ui+1 − ui−1) /a+ 4− cos θi+1 − 2 cos θi − cos θi−1

]
,

(B.3)

where c0 = a
√
kl/m is the velocity of the longitudinal linear waves supported by the chain in the

long wavelength limit. As described in section B.4, since it is extremely challenging to derive an

analytical solution that captures the interaction between the solitons propagating in our system, we

study collisions by numerically integrating the 2N coupled ordinary differential equations given by

Eqs. (B.3). Finally, we note that for the system considered in this study Ks = 0.02, Kθ = 1.5× 10−4

and α = 1.8 [121].

B.3.2 Analytical solution for a single pulse

Although it is extremely challenging to analytically describe the interactions between the pulses

supported by our system, here we derive an analytical model to better characterize the propagation

of a single wave. To this end, as recently shown in [121], we introduce two continuous functions

u (x, t) and θ (x, t) that interpolate the displacement and rotation of the i­th pair of crosses located

at xi = ia as

u (xi, t) = ui(t), θ (xi, t) = θi(t). (B.4)

Assuming that the width of the propagating waves is much larger than the unit cell size, the dis­

placement u and rotation θ in correspondence of the i+ 1 and i− 1­th pairs of crosses can then be
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expressed using Taylor expansion as

ui±1(t) = u (xi±1, t) ≈ u
∣∣∣
xi, t

± a
∂u
∂x

∣∣∣
xi, t

+
a2

2
∂2u
∂x2

∣∣∣
xi, t

θi±1(t) = θ (xi±1, t) ≈ θ
∣∣∣
xi, t

± a
∂θ
∂x

∣∣∣
xi, t

+
a2

2
∂2θ
∂x2

∣∣∣
xi, t

cos θi±1(t) = cos
[
θ (xi±1, t)

]
≈ cos θ

∣∣∣
xi, t

± a
∂ cos θ
∂x

∣∣∣
xi, t

+
a2

2
∂2 cos θ
∂X2

∣∣∣
xi, t

sin θi±1(t) = sin
[
θ (xi±1, t)

]
≈ sin θ

∣∣∣
xi, t

± a
∂ sin θ
∂x

∣∣∣
xi, t

+
a2

2
∂2 sin θ
∂x2

∣∣∣
xi, t

(B.5)

Substitution of Eqs. (B.5) into Eqs. (B.3) yields

1
c20

∂2u
∂t2

=
∂2u
∂x2

− ∂ cos θ
∂x

,

a2

c20α2
∂2θ
∂t2

= −a2Kθ
∂2θ
∂x2

+ a2Ks cos θ
∂2 sin θ
∂x2

+ a2 sin θ
∂2 cos θ
∂x2

− 6Kθθ− 4 sin(θ)
[∂u
∂x

+ 1− cos θ
]
,

(B.6)

which represent the continuum governing equations of the system. Since these two coupled partial

differential equations cannot be solved analytically, guided by our experiments, we further assume

that θ ≪ 1, so that

sin θ ≈ θ− θ3

6
, and cos θ ≈ 1− θ2

2
. (B.7)

By substituting Eqs. (B.7) into Eqs. (B.6) and retaining the nonlinear terms up to third order, we

obtain

1
c20

∂2u
∂t2

=
∂2u
∂x2

+ θ
∂θ
∂x

,

a2

c20α2
∂2θ
∂t2

= a2 (Ks − Kθ)
∂2θ
∂x2

− 4
[
3Kθ
2

+
∂u
∂x

]
θ− 2θ3,

(B.8)
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Finally, we introduce the traveling wave coordinate ζ = x − ct, c being the pulse velocity, so that

Eqs. (B.8) become

∂2u
∂ζ2

= − 1
1− c2/c20

θ
∂θ
∂ζ

β−1
∂2θ
∂ζ2

= 4
[
3Kθ
2

+
∂u
∂x

]
θ+ 2θ3,

(B.9)

where

β = a−2
[
Ks − Kθ −

c2

α2c20

]−1
(B.10)

By integrating Eq. (B.9)1 with respect to ζ we obtain,

∂u
∂ζ

= − 1
1− c2/c20

θ2

2
+ C (B.11)

where C is the integration constant. Since in this study we focus on the propagation of waves with

a finite temporal support and do not consider periodic waves, we require that

∂u
∂ζ

∣∣∣
ζ→∞

= 0, (B.12)

from which we obtain C = 0. Substitution of Eq. (B.11) into Eq. (B.9)2 yields

∂2θ
∂ζ2

= C1θ+ C3θ3 (B.13)

with

C1 = 6βKθ, and C3 = − 2βc2

c20 − c2
. (B.14)
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Eq. (B.13) is the Klein­Gordon equation with cubic nonlinearities, which admits analytical solution

in the form of

θ (x, t) = A sech
(
x− ct
W

)
, (B.15)

where A, c and W denote the amplitude, speed and width of the pulses. Moreover, by substituting

Eq. (B.15) into Eq. (B.13), the solution for the displacement is found as

u(x, t) =


aA2W

2(1− c2/c20)

[
1− tanh

(
x− ct
W

)]
, for c > 0

aA2W
2(1− c2/c20)

[
−1− tanh

(
x− ct
W

)]
, for c < 0

(B.16)

since for c > 0 (i.e. for solitons propagating from left to right) u(ζ → ∞) = 0, whereas for c < 0 (i.e.

for solitons propagating from right to left) u(ζ → −∞) = 0. Eqs (B.15)­(B.16) reveal an important

feature of our system: its ability to support an elastic vector soliton. In fact, in our nonlinear system

two components — one translational and one rotational — are coupled together and co­propagate

without distortion nor splitting.

Next, we determine the relation between A, c, W and the geometry of the system. To this end,

we substitute the solution (B.15) into Eq. (B.13) and find that the latter is identically satisfied only

if

c = ±c0
√

6Kθ
A2 + 6Kθ

, (B.17)

and

W = a

√
α2(Ks − Kθ)− 6Kθ/(A2 + 6Kθ)

6α2Kθ
. (B.18)

Eqs. (B.15)­(B.16) define the elastic vector solitons that propagate in our system. However,
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the existence of such waves require that W and c are real numbers. Inspection of Eqs. (B.17) and

(B.18) reveals that this condition is satisfied only if

Aupper > A > Alower, with Aupper = −Alower =

√
6Kθ

α2(Ks − Kθ)
− 6Kθ. (B.19)

Notably, Eq. (B.19) defines an amplitude gap for solitons, since it indicates that solitary waves

with A ∈ [Alower,Aupper] cannot propagate in our system. Note that for the specific structure used

in this study, Aupper = 0.12 and Alower = −0.12.

Finally, the displacement and rotation induced by the propagating elastic vector solitons at the

i­th pair of crosses can be determined from Eqs. (B.15)­(B.16) as

θi (t) = θ(x = ia, t) = A sech
(
ia− ct
W

)
, (B.20)

and

ui(t) =


aA2W

2(1− c2/c20)

[
1− tanh

(
ia− ct
W

)]
, for c > 0,

aA2W
2(1− c2/c20)

[
−1− tanh

(
ia− ct
W

)]
, for c < 0.

(B.21)

Equivalence between Eq. (B.13) and the modified Korteweg­de Vries equation At

this point we want to emphasize that the modified Korteweg­de Vries (modified KdV) equation can

be written into the continuous governing equation of our system (the Klein­Gordon equation with

cubic non­linearity given in Eq. (B.13)). Here is the general form of the modified KdV equation [96]:

∂θ
∂t

+ F1
∂3θ
∂x3

− F2θ2
∂θ
∂x

= 0, (B.22)

139



F1 and F2 being constants. To demonstrate such equivalence, we first rewrite Eq. (B.22) in terms

of travelling wave coordinate ζ = x− ct, obtaining

−c
∂θ
∂ζ

+ F1
∂3θ
∂ζ3

− F2θ2
∂θ
∂ζ

= 0, (B.23)

and then integrate Eq. (B.23) with respect to ζ yields

−cθ+ F1
∂2θ
∂ζ2

− F2θ3 = 0, (B.24)

considering that the integration constant is zero. This last equation can be rewritten in the same

form of Eq. (B.13) with

C1 =
c
F1

, and C2 =
F2
F1

(B.25)

B.4 Numerical Simulations

Since it is extremely challenging to derive an analytical solution that captures the interaction be­

tween the solitons propagating in our system, to study the collisions between the pulses supported

by our system we numerically integrate the 2N coupled ordinary differential equations given by

Eqs. (B.3) for a given set of initial and boundary conditions. Specifically, in our simulations we

consider 500 pairs of crosses and use Ks = 0.02, Kθ = 1.5× 10−4 and α = 1.8. We use the 4th order

Runge­Kutta method (via the Matlab function ode45) to numerically solve Eqs. (B.3) (the code

implemented in MATLAB is available online) As initial conditions we set ui = 0, θi = 0, u̇i = 0,

θ̇i = 0 for all pairs of crosses. Moreover, to excite solitons, we simply apply the analytical solution

given by Eqs. (B.20) and (B.21) to the first and last unit of the chain. More specifically, at the left
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end we impose

θ1 (t) = Aleft sech
(
−cleft(t− t0)

Wleft

)
,

u1 (t) =
aA2leftWleft

2(1− c2left/c
2
0)

[
1− tanh

(
−cleft(t− t0)

Wleft

)] (B.26)

where Wleft is given by Eq. (B.18) and cleft is the positive solution of Eq. (B.17). Moreover, t0 is a

parameter introduced to to ensure that θ1 → 0 and u1 → 0 at t = 0 ( in all our simulations we use

t0 = 0.1 sec). Differently, at the right end (i.e. for i = N) we impose

θN (t) = Aright sech
(−cright(t− t0)

Wright

)
,

uN (t) =
aA2rightWright

2(1− c2right/c
2
0)

[
−1− tanh

(−cright(t− t0)
Wright

)] (B.27)

where Wright is also determined by Eq. (B.18) and cleft is the negative solution of Eq. (B.17).

is an odd number

1 2 i i+1 N-1 N

Figure B.4: Schematics of the structure considered in this study with a frozen soliton located at its center.
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As a part of this study we also consider frozen solitons of different amplitude Af in the middle

of the chain and numerically investigate their effect on the propagation of solitary waves initiated

at the left end. In this case the discrete governing equations of the system (Eqs. (B.3)) modify to

a2

c20

∂2ui
∂t2

=ui+1 − 2ui + ui−1 −
a

2 cos θfi

[
cos(θi+1 + θfi+1)− cos(θi−1 + θfi−1)

]
,

a2

c20α2
∂2θi
∂t2

=− Kθ(θi+1 + 4θi + θi−1) + Ks cos(θi + θfi)
[
sin(θi+1 + θfi+1)

+ sin(θi−1 + θfi−1)− 2 sin(θi + θfi)
]
− sin(θi + θfi)

[
2 cos(θfi) (ui+1 − ui−1) /a

+ 4 cos(θfi)− cos(θi+1 + θfi+1)− 2 cos(θi + θfi)− cos(θi−1 + θfi−1)
]
.

(B.28)

where θfi is the initial rotation of the i­th pair of crosses due introduced because of the frozen pulse.

For the specific case of a frozen soliton placed in middle of the chain,

θfi = Af sech
[
a (i− N/2)

Wf

]
, (B.29)

where Af denotes the amplitude of frozen soliton andWf is the width of the frozen soliton, which is

determined by Eq. (B.18) setting A = Af. As for boundary conditions, we apply input the theoretical

solution at the left end as Eqs. (B.26) and fixed boundary on the right end, i.e.,

θN (t) = 0, uN (t) = 0 (B.30)

Finally, we note that the numerical results for pulses characterized by |Aleft| < 0.12 (|Aright| <

0.12) are obtained using Eqs. (B.26) (Eqs. (B.27)) with Wleft = 1 (Wright = 1). This is because for

|Aleft| < 0.12 (|Aright| < 0.12) the width of the pulse given by Eq. (B.18) is imaginary. Although this

choice of width is arbitrary, quantitatively identical results are obtained for any real width [121].
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B.5 Additional Results
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Figure B.5: Displacement signal. (A)‐(B) Longitudinal displacement of the pairs of crosses during the propaga‐
tion of the pulses, as recorded in (A) experiments and (B) numerical simulations. The pulses excited at the left
and right end are characterized by Aleft = 0.2 and Aright = 0.2, respectively. (C)‐(D) Longitudinal displacement
of the pairs of crosses during the propagation of the pulses, as recorded in (C) experiments and (D) numerical
simulations. The pulses excited at the left and right end are characterized by Aleft = −0.2 and Aright = 0.2,
respectively. In (C) and (D) we find that the units near collision point do not move ‐ an indication of anomalous
collisional dynamics.
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Figure B.6: A chain with odd pairs of crosses. (A) We consider a chain with N = 49 pair of crosses. To initiate
a solition at the right end that induces negative rotations, we use an impactor that hits the mid‐point of the
last pair. (B)‐(C) Rotation of the pairs of crosses during the propagation of the pulses, as recorded in (B) ex‐
periments and (C) numerical simulations. (D)‐(E) Longitudinal displacement of the pairs of crosses during the
propagation of the pulses, as recorded in (D) experiments and (E) numerical simulations. The pulses excited at
the left and right end are characterized by Aleft = 0.2 and Aright = −0.2, respectively. The experiments are
conducted on a chain with with 49 pairs of crosses, whereas in the numerical simulations we consider 499
units.
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Figure B.7: Numerically obtained cross‐correlation between θ10(t < tc) and θN−10(t > tc) as a function of Aleft
and Aright.
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Figure B.8: Anomalous collisions can be exploited to actively manipulate and control the propagation of pulses.
(A) Anomalous collisions provide opportunities to remotely induce changes in the propagation velocity of a
soliton. To demonstrate this, we consider a left‐initiated pulse with Aleft,1 = 0.4 and c = 275 unit/s and use the
interactions with a soliton subsequently excited at the left end to reduce its velocity to c = 215 unit/s and with
a right‐initiated solitary wave to then accelerate it to c = 255 unit/s. (B) Anomalous collision can be exploited
to block the propagation of a soliton. Specifically, a large propagating soliton can be blocked by sending a
sequence of relatively small pulses with opposite rotation direction. As an example, we consider a left‐initiated
soliton with Aleft = 0.4 and six right‐initiated solitons with Aright,k = −0.2 (with k = 1, ..., 6). Each of the
six collisions results in energy radiation to linear waves or to other small amplitude solitons and reduces the
amplitude of the left‐initiated pulse, which eventually vanishes as its amplitude falls within the amplitude gap
of the structure. Therefore, six small pulses efficiently mitigate and destroy the main left‐initiated soliton at
t = 2s. (C)‐(D) Anomalous collisions can also be exploited to probe the direction of the rotational component
of a pulse. To demonstrate this, we consider a main left‐initiated soliton with Aleft = ±0.4 and a probing, small
right‐initiated pulse with Aright = −0.18. If Aleft = 0.4 (C), the ”echo” of the probing soliton reaches the right
end before the main soliton, indicating that it has been reflected by the main soliton. From this information,
we therefore deduce that the main soliton is of positive amplitude. If Aleft = −0.4 (D), no ”echo” is observed,
as the probe penetrate the main soliton. From this information, we therefore deduce that the main soliton is of
negative amplitude. Finally, it is important to point out that, since the probing soliton carries much less energy
than the main one, the latter is almost unaltered by the collision (i.e. its velocity changes from 275unit/s to
272unit/s).
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C.1 Fabrication

Our sample is fabricated by laser cutting a natural sheet with a thickness of 3.2 mm (McMaster­

Carr part number: 87145K73). The pattern is designed to comprise 21 square cells in both the

horizontal and vertical directions (Fig. C.1(a)). The squares have diagonals of 10mm­length and

are connected by hinges with width and length of 1 mm (Fig. C.1(b) and (c)).

Since rubber is notoriously difficult to laser cut, we set up a custom procedure in order to obtain

a clean cut. Firstly the geometry is created with a custom code in MATLAB (The MathWorks,

Inc.), exported as pdf file and passed on to the laser cut rig (PLS6.150D, Universal Laser Systems).

Secondly the distance between the laser head and the rubber sheet is calibrated as instructed in the

machine’s operating manual, in order to assure a sharp focus. The design is then cut into the rubber

sheet, producing a groove of about 1 mm in depth. The parameters used for the cut are 70% of the

laser power and 10% of the maximum translation speed of the rig. Next, the laser head is lowered

of 1mm in order to move the focus on the base of the groove. The same procedure is repeated for

a second and a third time, cutting about 1 mm each time and finally achieving the cut through of

the material.

As part of this study we introduce two types of defects to guide the deformation of our samples:

• Phase­inducing defects: to determine the direction of rotation of certain squares we insert
a stiff orange plate (12 mm × 5 mm × 0.76 mm, laser cut from plastic shim, McMaster­Carr
part number: 9513K75) into the adjacent hole (see Fig. C.2(a)). By varying the orientation
of this orange plate from horizontal to vertical we can change the direction of rotation of the
neighboring squares. Similarly, the direction of rotation can be switched by translating the
plate to one of the neighboring holes (while keeping its orientation). In Fig. C.3 we show
howwe arrange 8 of such defects within the sample to generate the deformation fields shown
in Figs. 4.2 and 4 of the main text.

• Pinning defects: to prevent certain units to rotate we insert a blue stiff square (9.5 mm× 9.5
mm × 3.18 mm, laser cut from a blue acrylic plate, McMaster­Carr part number: 8505K741,
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21 X 1 cm

2
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(a)
(b)

(c)

Figure C.1: Snapshots of our sample comprising an array of 21 × 21 squares connected at their vertices by
thin hinges.

see Fig. C.2(b)) into the neighboring hole. In Fig. C.4 we show how we arrange 4 of such
defects within the sample to generate the deformation fields shown in Figs. 4.3 and 4 of the
main text.

(a) (b)phase-inducing

defect
pinning defect

Figure C.2: (a) Magnified view of a phase‐inducing defect. (b) Magnified view of a pinning defect.
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[20,14] [18,16]

[16,18]

[14,20]

(a) (b)

(c) (d)

[20,8]

Figure C.3: Distribution of phase‐inducing defects within the sample to generate the deformation fields
shown in (a) Fig. 4.2A of the main text; (b) Fig. 2B‐C of the main text; (c) Fig. 4.4A of the main text (φd =
arctan(1/2)); (d) Fig. 4.4A of the main text (φd = π/4).
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(a) (b) (c)

Figure C.4: Distribution of pinning defects within the sample to generate the deformation fields shown in (a)
Fig. 4.3A of the main text; (b) Fig. 4.4C of the main text (φd = arctan(1/2)); (c) Fig. 4.4C of the main text
(φd = π/4).

(a) (b)

[1,11] [20,11]

[11,11]

[9,11] [13,11]

[11,13]

[11,9]

Figure C.5: Distribution of phase‐inducing and pinning defects within the sample to generate the deformation
fields shown in (a) Fig. 4.5B of the main text; (b) Fig. 4.5C of the main text.
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C.2 Testing

To test the mechanical response of our sample, we place it on a base plate (black acrylic plate, 3.18

mm thickness, McMaster­Carr part number: 8505K741) and cover them with a transparent plate

(clear acrylic plate, 3.18 mm thickness, McMaster­Carr part number: 8560K239) to prevent out­

of­plane buckling while being able to observe its deformation (see Fig.C.6(a) for top view and (b)

for side view). Note that to minimize friction between the sample and the plates, plastic stickers

(Amazon Standard Identification Number (ASIN): B07M6NDG4X) are glued on the sample (see

Fig.C.6(c)).

(a)

(b)

(c)

(d)

linear actuator

force sensor

lo
a

d
in

g
 p

la
te

loading plate

sample

cover plate

base plate

plastic stickers

Figure C.6: (a) Top view of the testing setup. (b) Front view of the testing setup. (c) Magnified view of the sam‐
ple, with plastic stickers on the center of square cells. (d) Magnified view of the setup highlighting the cover
and base plates used to prevent out‐of‐plane deformation.

The samples are uniaxially compressed using two acrylic plates (made using McMaster­Carr

part number: 8505K741): an end plate to prevent their motion and a loading plate to apply the
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deformation. During the test, the loading plate is inserted in between the cover plate and base plate

to compress the sample (see Fig.C.6(d) for a zoomed­in view). The loading plate is connected

to a translation stage (LTS300 ­ Thorlabs) and a force sensor (1 lb Load Cell, LSB200 Miniature

S­Beam Load Cell, FUTEK Advanced Sensor Technology, Inc.) is assembled between them to

monitor the reaction force from the sample during the test. Note that lubricant is applied to both

the end and loading plates so that the squares on the boundaries of the samples can slide along the

plates.

The uniaxial compression tests are captured with a camera (SONY, RX100) recording at 30

fps and with a resolution of 1920×1080 pixels and the deformation is tracked via image digital

processing conducted in MATLAB. Specifically, the deformation is tracked using the following 3

steps

• Step 1 Each frame is converted to black­and­white and the holes between the squares are
extracted by setting a threshold on gray scale of the image. Since the sample comprises
21×21 squares, 400 holes are extracted (see Step 1 in Fig. C.7).

• Step 2 The boundaries of each hole are fitted with four segments (see Step 2 of Fig. C.7 ­
in the zoom­in we highlight the boundaries of one hole with magenta dashed line and the
four segments with red, purple, yellow and green continuous lines. Note that the blue dots
corresponds to the pixels).

• Step 3 The position and rotation of each square element is calculated from the position
and rotation of the four surrounding segments obtained in Step 2 (see Step 3 of Fig. C.7).
Specifically, the position of the square’s center is calculated by the averaged coordinates
of the center points of the four segments and its rotation by averaging the rotation of the
segments. The squares are colored to show their rotation.

Note that the whole process is automatized in Matlab and it typically takes 2 minutes to process

a recorded video.
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Orignal frame Step1

Step2 Step3

Figure C.7: Procedure for tracking the deformation of our samples.
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C.3 Discrete Model

C.3.1 Governing equations

Our system consists of square crosses that are connected by thin and flexible hinges (see Fig. C.1).

As recently shown in several studies [94,121,122,128,129], the response of such system can be accurately

captured by modeling it as an array of rigid bodies connected at the vertices via a combination of

longitudinal and rotational springs (see Fig. C.8(a) for the schematics). Specifically, in our discrete

model we consider the squares to be rigid and to have three degrees of freedom: the displacement

in the x­direction, u, the displacement in the y­direction, v, and the rotation around the z­axis, θ

(see Fig. C.8(b)). Note that to facilitate the analysis, we define the positive direction of rotation

alternatively for neighboring squares. Focusing on the [i, j]th square, we define a counter clockwise

rotation positive if i+ j is an even number and negative if i+ j is odd. As for the hinges, we model

them using a combination of three springs. Their longitudinal response is captured by a linear

spring with stiffness kl; their shearing is captured by a linear spring with stiffness ks and their

bending is captured by a non­linear torsional spring, which obeys

M = kθ(θ+ γθ3), (C.1)

where M is the torque exerted by the spring, kθ is the rotational stiffness and γ is a dimensionless

material parameter. Note that, to facilitate the analysis, we assume that the longitudinal and shear­

ing springs are always parallel either to the x or y axis (an assumption which is valid only for small

global rotations of the system).

Under the assumptions listed above, the equations of motion for the [i, j]th square are given
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i, j

i+1, j

i-1, j

i, j+1i, j-1

longitudinal spring

shearing spring

torsional spring
i, j

(a) (b)

Figure C.8: Discrete model based on rigid units connected at their vertices by springs. (b) Schematic view of
the [i, j]th rigid square unit.

by [129]

m
∂2u[i,j]

∂t2
=

4∑
p=1

Fx [i, j]
p ,

m
∂2v[i,j]

∂t2
=

4∑
p=1

Fy [i, j]
p ,

J
∂2θ[i,j]

∂t2
=

4∑
p=1

M [i, j]
p ,

(C.2)

where m and J are the mass and rotational inertia of the squares, Fx [i, j]
p and Fy [i, j]

p are the normalized

forces in the x­direction and the y­direction generated at the p­th vertex of the [i, j]th unit by the

springs and M[i, j]
p represents the corresponding moment. For the set of springs considered in this
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study Eqs. (C.2) specializes to

m
∂2u[i,j]

∂t2
= kl

(
u[i,j+1] + u[i,j−1] − 2u[i,j]

)
+ ks

(
u[i+1,j] + u[i−1,j] − 2u[i,j]

)
−kla

2

[
cos

(
θ[i,j+1]

)
− cos

(
θ[i,j−1]

)]
+ (−1)i+j ksa

2

[
sin

(
θ[i+1,j]

)
− sin

(
θ[i−1,j]

)]
,

m
∂2v[i,j]

∂t2
= kl

(
v[i+1,j] + v[i−1,j] − 2v[i,j]

)
+ ks

(
v[i,j+1] + v[i,j−1] − 2v[i,j]

)
−kla

2

[
cos

(
θ[i+1,j]

)
− cos

(
θ[i−1,j]

)]
−(−1)i+j ksa

2

[
sin

(
θ[i,j+1]

)
− sin

(
θ[i,j−1]

)]
,

J
∂2θ[i,j]

∂t2
= −kθ

(
θ[i+1,j] + θ[i−1,j] + θ[i,j+1] + θ[i,j−1] + 4θ[i,j]

)
−γkθ

(
(θ[i+1,j] + θ[i,j])3 + (θ[i−1,j] + θ[i,j])3 + (θ[i,j+1] + θ[i,j])3 + (θ[i,j−1] + θ[i,j])3

)
−kla2

4
sin θ[i,j](8− cos θ[i+1,j] − cos θ[i−1,j] − cos θ[i,j+1] − cos θ[i,j−1] − 4 cos θ[i,j])

−kla2

2
sin θ[i,j](u[i,j+1] − u[i,j−1] + v[i+1,j] − v[i−1,j])

+
ksa2

4
cos θ[i,j](sin θ[i,j+1] + sin θ[i,j−1] + sin θ[i+1,j] + sin θ[i−1,j] − 4 sin θ[i,j])

+(−1)i+j2kla2(−u[i+1,j] + u[i−1,j] + v[i,j+1] − v[i,j−1]).

(C.3)

For a structure comprising Nx rows and Ny columns of squares Eqs. (C.3) result in a system of 3Nx×

Ny coupled differential equations, which we numerically solve using the 4th order Runge­Kutta

method (via the Matlab function ode45). In all our simulations we bind the vertical displacement

of the bottom row of squares to zero (i.e. we set v[1,j] = 0) and apply a homogeneous displacement

Δstage in the vertical direction onto the top row (i.e. we set v[Ny,j] = Δstage). Further, to eliminate

rigid body motion, we also set the horizontal displacement of the center unit in the bottom row to

be zero (i.e., u[1,floor(Nx/2)] = 0). Note that to minimize dynamic effects the displacement is applied

very slowly (i.e. at a velocity three order of magnitude smaller than that of linear waves travelling

through the system).
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C.3.2 Defects

To model the defects introduced in our samples, we use very stiff linear springs with stiffness

kd = 10kl. Each phase­inducing defect is modelled using one spring with initial length ld = 1.2a

(since the orange plates used in our experiments have a length of 1.2a) that connects the opposite

vertices of the hole (see Fig. C.9(a)). Each pinning defect is modelled using two springs with

initial length ld = a that connect two sets of opposite vertices of the hole (see Fig. C.9(b)). Since

the defects are not glued to the sample, we assume that the springs only support compression loads

Fdefect =


kd (ld − lver) , if ld > lver

0, if ld < lver

(C.4)

where lver denotes the distance in the deformed configurations between the two vertices to which

the spring is attached.

Figure C.9: (a) A phase‐inducing defect is modelled using one spring. (b) A pinning defect is modelled using two
springs.
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C.3.3 Total energy of the structure

Given a deformed configuration defined by u[i,j], v[i,j] and θ[i,j], he total energy of the structure, Etotal,

can be calculated as

Etotal
(
u[i,j], v[i,j], θ[i,j]

)
=

Ny∑
i=1

Nx−1∑
j=1

{
1
2
kθ

[
(θ[i,j] + θ[i,j+1])2 +

γ
2
(θ[i,j] + θ[i,j+1])4

]

+
1
2
ks
[
v[i,j+1] − v[i,j] − a

2

(
sin θ[i,j+1] + sin θ[i,j]

)]2
+
1
2
kl
[
u[i,j+1] − u[i,j] +

a
2
(2− cos θ[i,j+1] − cos θ[i,j])

]2}

+

Ny−1∑
i=1

Nx∑
j=1

{
1
2
kθ

[
(θ[i,j] + θ[i+1,j])2 +

γ
2
(θ[i+1,j] + θ[i,j])4

]2
+
1
2
ks
[
u[i+1,j] − u[i,j] − a

2

(
sin θ[i+1,j] + sin θ[i,j]

)]2
+
1
2
kl
[
v[i+1,j] − v[i,j] +

a
2
(2− cos θ[i+1,j] − cos θ[i,j])

]2}

+Edefects,

(C.5)

where Edefects denotes the energy associated to all defects placed into the sample. Specifically, for

a structure with ns stiff springs introduced to mimic the experimental defects, Edefects can be written

as

Edefects =
ns∑
p=1

1
2
kd (ld − lsver)

2 , (C.6)

where lsver denotes the distance in the deformed configuration of the two vertices to which the spring

is attached and depends of the location of the defect.
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C.3.4 Uniaxial compression of a structure without defects

While in the presence of defects Eqs. (C.3) have to be solved numerically, an analytical solution

can be obtained when a sample without defects is subjected to uniaxial compression in the vertical

direction. For this case

• (i) the inertia terms can be neglected,

∂2u[i, j]

∂t2
=

∂2v[i, j]

∂t2
=

∂2θ[i, j]

∂t2
= 0, ∀ i, j (C.7)

• (ii) the deformation is homogeneous,

v[i+1, j] − v[i, j] = aεyyst ,

θ[i, j] = θst, ∀ i, j
(C.8)

where εyyst is the homogeneous strain and θst is the constant angle by which all squares rotate
(with neighboring units rotating in opposite direction) due to the applied static deformation.

• (iii) the longitudinal forces in all horizontal ligaments vanish (since we have traction free
boundary conditions on the left and right edges)

Fx [i, j]
1 = Fx [i, j]

3 = kl
[
u[i+1,j] − u[i,j] +

a
2

(
2− cos θ[i,j] − cos θ[i+1,j]

) ]
= 0, ∀ i, j, (C.9)

When substituting Eqs. (C.7) ­ (C.9) into Eqs. (C.3), we find that the first two equations vanish

and the third one simplifies to

8kθθst
(
1+ 4γθ2st

)
+ kla2 sin θst (1− cos θst) + kla2 sin θst εyyst = 0. (C.10)

While Eq. (C.10) can only be solved numerically to find the relation between the strain ε
yy
st and the

resulting rotation of the squares θst, analytical solution can be obtained by assuming θst ≪ 1, so
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that sin θst ≈ θst − θ3st/6 and cos θst ≈ 1− θ2st/2. Under this assumption Eq. (C.10) reduces to

(
1− (24γ+ 1)εyycr

3

)
θ3st + 2

(
ε
yy
st − εyycr

)
θst = 0, (C.11)

with

εyycr = − 8kθ
kla2

. (C.12)

Eq. (C.11) can be solved analytically to obtain the rotation of the squares, θst, as a function of the

strain ε
yy
st as

θst =


0, ε

yy
st > ε

yy
cr

±

√
−6

(
ε
yy
st − ε

yy
cr
)

3− (24γ+ 1)εyyst
, ε

yy
st < ε

yy
cr

(C.13)

Eq. (C.13) indicate that, when loaded starting from the undeformed configuration (i.e. from ε
yy
st = 0

and θst = 0), the squares initially only translate and do not rotate (i.e. θst = 0). However, at the

critical strain εyycr the solution bifurcates; the initial branch θst = 0 becomes unstable and the squares

move to the second branch and start to rotate. Note that a given unit has equal probability to rotate

in clockwise or counter­clockwise direction, but its direction of rotation determines that of all the

other squares (since neighboring units tend to rotate in opposite directions).

Finally, in an attempt to determine the stress­strain response of the structure, we focus on the

longitudinal forces acting on all vertical ligaments,

Fy [i, j]
2 = Fy [i, j]

4 = kl
[
v[i+1,j] − v[i,j] +

a
2

(
2− cos θ[i,j] − cos θ[i+1,j]

) ]
, ∀ i, j, (C.14)

which in the case of homogeneous deformation (Eq. (C.8)) and θst << 1 (so that cos θst ∼ 1− θ2st/2)
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simplify to

Fy [i, j]
2 = Fy [i, j]

4 = akl
(
ε
yy
st +

θ2st
2

)
, ∀ i, j, (C.15)

It follows that the normal stress in y­direction can be obtained as

σyy =
Fy [i, j]
2
at

=
kl
t

(
ε
yy
st +

θ2st
2

)
, (C.16)

where t = 3.2 mm is the thickness of the sample and θst is defined in Eq. (C.13).

C.3.5 Parameter identification

To make the discrete model parameters relevant to our experimental sample, we need to estimate

the mass of the square units (m), their rotational inertia (J), the spring stiffness (kl, Ks and Kθ) and

the non­linear parameter γ.

Mass m. The mass of each square is m = 0.18 g (it is calculated by multiplying the volume of the

square by the density of the rubber).

Rotational inertia J. It is calculated as J = ma2/12 = 0.0152 g·cm2.

Spring stiffness kl, kθ and non­linear parameter γ. We focus on the unixial compression of a

samplewithout defects (see Fig. C.10(a) ­ also shown inmanuscript Fig. 1B) and fit the theoretically

predicted force­strain curve (through Eqs. (C.10) and (??)) to the experimental measurements. In

Fig. C.10(b), we show that the experimentally measured stress­strain curve (triangular markers)
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can be best fitted by the model (solid line) using

kl = 1080 N/m, kθ = 1.62× 10−4 N ·m, and γ = 0.5. (C.17)

The initial stiffness is governed by kl, the critical strain ε
yy
cr = 0.012 is given by Eq. (C.12), and γ

controls the slope of the stress­strain curve in the post­buckling regime.

(c)(b)

0 -2% -4% -6%

experiment theory

initial stiffness

buckling

hardening

experiment(a)

0.3

-0.3

20

40

60

0

Figure C.10: (a) A snapshot of the experiments where uniaxial compression leads to homogeneous deforma‐
tion. (b) Matching of the model predicted force‐strain relation with the experimental measurements. (c) FEM
simulations for the estimation of ks.

Spring stiffness ks. To determine the normalized stiffness of the shearing spring, ks, we conduct

Finite Element simulations using the commercial package Abaqus/Standard. In our analysis, (i) we

consider two half squares with dimensions identical to those of our samples (see Fig. C.10(c)); (ii)

we assume plane stress conditions; (iii) we mesh the models using quadratic triangular elements

(Abaqus element type: CPS6) and ascertain the accuracy of the mesh through a mesh refinement

study; (iv) we use an incompressible neo­Hookean model with initial shear modulus μ0 = 0.3

MPa to capture the material response; (v) we account for geometric non­linearities. We run two

simulations in which we apply an horizontal displacement δl and a vertical displacement δs to the

two vertical boundaries of our model, respectively (see Fig. C.10(c)). The stiffness kl and ks is then
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obtained from the measured reaction force Fl and Fs (given by the sum of all reaction forces at the

nodes located on one of the two boundaries) as

kFEl =
Fl
2δl

= 620
N
m
, kFEs =

Fs
2δs

= 137
N
m
. (C.18)

Note that this longitudinal stiffness calculated via Finite Element kFEl is different from the exper­

imental measured one kl. This can be attributed to the fabrication error of the laser cut specimen.

Nerveless, we can assume that the ratio between shear and longitudinal spring stiffness should

conserve, and calculate the shear stiffness our specimen as

ks =
kFEs
kFEl

kl = 239 N/m. (C.19)

C.3.6 Propagation of linear waves

To characterize the propagation of linear waves in the considered metamaterial, we start by lin­

earizing the discrete equations of motion around a deformed equilibrium configuration described

by u[i,j]st , v
[i,j]
st , and θ[i,j]st (with i = 1, ...,Ny and j = 1, ...,Nx). We then consider perturbations u[i,j]w , v[i,j]w

and θ[i,j]w of the displacement and rotation of the [i, j]­th square,

u[i,j]w = u[i,j] − u[i,j]st

v[i,j]w = v[i,j] − v[i,j]st

θ[i,j]w = θ[i,j] − θ[i,j]st

(C.20)
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which take the metamaterial to a new equilibrium configuration where Eqs. (C.3) are still satisfied.

By substituting Eqs.(C.20) into Eqs.(C.3) and linearizing them with respect to u[i,j]w , v[i,j]w and θ[i,j]w ,

we find that the incremental equations of motion can be written in matrix form as

M
d2

dt2
(Φw) = KΦw (C.21)

where

Φw =
[
u[1,1]w , v[1,1]w , θ[1,1]w , u[1,2]w , v[1,2]w , θ[1,2]w , ..., u[Ny,Nx]

w , v[Ny,Nx]
w , θ[Ny,Nx]

w

]T
, (C.22)

M is the mass matrix

M = diag [m,m, J,m,m, J, ...,m,m, J] (C.23)

and K is the stiffness matrix of the system that can be determined by numerically differentiating

the total energy of the structure (Eq.(C.5)) as

K =
∂2Etotal (Φst)

∂Φw∂Φw
′ (C.24)

with

Φst =
[
u[1,1]st , v[1,1]st , θ[1,1]st , u[1,2]st , v[1,2]st , θ[1,2]st , ..., u[Ny,Nx]

st , v[Ny,Nx]
st , θ[Ny,Nx]

st

]T
, (C.25)

Note that Φw and Φst are vectors with 3NxNy entries and K andM are a (3NxNy)× (3NxNy)matrices.
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Natural frequencies and eigenmodes. To determine the natural frequencies of the system

we seek a solution of Eqs. (C.21) in the form of

Φw = ~Φweıωt, (C.26)

where ı =
√
−1, ω is the cyclic frequency of harmonic motion and Φ̃w is a vector that defines the

amplitude of the eigenmodes. Substitution of Eq. (C.26) into Eq. (C.21) yields

(
K+ ω2M

) ~Φw = 0. (C.27)

Eq. (C.27) defines an eigenvalue problem that we solve to numerically determine the 3NxNy natural

frequencies of the predeformed metamaterial and associated eigenmodes.

Dispersion relation. To calculate the band structure of the predeformed metamaterial with

alternating light (with mass m) and heavy (with mass 3m/2) squares (reported in Fig. 4.5C of the

main text) we focus on a unit cell that comprises four squares and is defined by the two lattice

vectors a1 and a2 (see Fig. C.11). We then consider a supercell comprising 5 unit cells (see Fig. C.11)

and seek a solution of Eqs. (C.21) in the form of a harmonic wave,

Φ[p,q]
w (t) = ~Φw eı(⃗μ·r

[p,q]−ωt) (C.28)

where μ⃗ is the two­dimensional wave vector,Φ[p,q]
w (t) is a vector containing the 12 degree of freedom

of the [p, q]­th unit cell and

r[p,q] = pa1 + qa2 (C.29)
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with p, q = −1,0 and 1. Substitution of Eqs. (C.28) into Eq. (C.21) yields

supercell

unit cell

Figure C.11: Supercell used to calculate the dispersion relation.

−ω2MΦ̃w +
∑

p,q=−1,0,1
K[p,q]Φ̃w eı μ⃗·r

[p.q]
= 0, (C.30)

whereM and K[p,q] are the mass matrix and stiffness matrix of the [p, q]­th unit cell. Eq. (C.30) can

be further rewritten as [
−ω2M+ K̂(⃗μ)

] ~Φw = 0, (C.31)

where

K̂(⃗μ) =
∑

p,q=−1,0,1
K[p,q]eı⃗μ·r

[p,q] (C.32)

depends on wave vector μ⃗. Eq. (C.31) defines an eigenvalue problem that can be solved to ob­

tain frequency ω as a function of wave vector μ⃗. Eq. (C.31) yields 12 dispersion branches each

corresponding to a linear wave mode that are shown in manuscript Fig. 5C.
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C.3.7 Additional numerical results

no defects

-0.3

0.3

0

Figure C.12: Numerically predicted deformation at applied strain εyyapplied = −2%, −4% and −8% of structures
comprising 21× 21 squares (top) and 51× 51 squares (bottom) in the absence of intentional defects.

(without pinning defect)
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+ -0.3

0.3

0

Figure C.13: Numerically predicted deformation at applied strain εyyapplied = −2%, −4% and −8% of structures
comprising 21 × 21 squares (top) and 51 × 51 squares (bottom) with phase‐inducing defects linearly arranged
and angled at φd = 0 to get phase‐ to propagate from the top boundary and phase+ from the bottom one.
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(without pinning defect)
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Figure C.14: Numerically predicted deformation at applied strain εyyapplied = −2%, −4% and −8% of structures
comprising 21 × 21 squares (top) and 51 × 51 squares (bottom) with phase‐inducing defects linearly arranged
and angled at φd = arctan(1/2) to get phase‐ to propagate from the top‐right corner and phase+ from the
bottom‐left one.
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0

Figure C.15: Numerically predicted deformation at applied strain εyyapplied = −2%, −4% and −8% of structures
comprising 21 × 21 squares (top) and 51 × 51 squares (bottom) with phase‐inducing defects linearly arranged
and angled at φd = π/4 to get phase‐ to propagate from the top‐right corner and phase+ from the bottom‐left
one.
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Figure C.16: Numerically predicted deformation at applied strain εyyapplied = −2%, −4% and −8% of structures
comprising 21× 21 squares (top) and 51× 51 squares (bottom) with pinning defects equally spaced along a hor‐
izontal line spanning their center, in addition to the previous phase‐inducing defects arranged as in Fig. C.13.
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Figure C.17: Numerically predicted deformation at applied strain εyyapplied = −2%, −4% and −8% of structures
comprising 21× 21 squares (top) and 51× 51 squares (bottom) with pinning defects equally spaced along a line
at φd = arctan(1/2), in addition to the previous phase‐inducing defects arranged as in Fig. C.14.
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Figure C.18: Numerically predicted deformation at applied strain εyyapplied = −2%, −4% and −8% of structures
comprising 21× 21 squares (top) and 51× 51 squares (bottom) with pinning defects equally spaced along a line
at φd = π/4, in addition to the previous phase‐inducing defects arranged as in Fig. C.15.
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-0.3

0

Figure C.19: Numerically predicted deformation at applied strain εyyapplied = −6% of structures comprising
21×21 squares and pinning defects equally spaced along horizontal lines located near the top (left) and bottom
(right), in addition to the previous phase‐inducing defects arranged as in Fig. 4.2B of the main text.
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0.3

-0.3

0

Figure C.20: Deformation at εyyapplied = −6% of a sample with 4 pinning defects and 8 phase‐inducing defects
arranged as in Fig. 4.2A of the main text. Since the phase‐inducing defects induce the formation of a single
phase, no domain wall is generated (i.e. pinning defects along can not lead to the formation of domain walls).

5a

13a

(a) (b)
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15a
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20a 40a0 60a

20a 40a0 60a

0.3-0.3

Figure C.21: (a) Numerically predicted deformation at εyyapplied = −6% of structures comprising 21 × 60 squares
with pinning defect separated by 5 (top) and 13 (bottom) holes (in addition to phase‐inducing defects arranged
to generate an horizontal domain wall). (b) Corresponding domain wall profiles extracted at εyyapplied = −2%,
−4% and −6%.
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single pinning defect two pinning defect(a) (b)

0.3-0.3

Figure C.22: Numerically predicted deformation at εyyapplied = −4% (top) and ‐10% (bottom) of structures com‐
promising 21 × 60 squares with (a) only one pinning defect and (b) two pinning defects at the center (in addi‐
tion to phase‐inducing defects arranged to generate an horizontal domain wall).
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0.3

-0.3

0

Figure C.23: Numerically predicted deformation at εyyapplied = −4% (top) and ‐6% (bottom) of structures com‐
promising 51 × 51 squares with four pinning defects arrange at the vertices of a rhombus with edge (a) 5a and
(b) 8a. In addition, two phase‐inducing defects are located next to the top and bottom boundary to promote
phase ‐. These defects results in the formation of a rhomboid phase + region defined by the pinning defects.
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0

single 
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Figure C.24: Numerically predicted deformation at εyyapplied = −6% (left) and ‐10% (right) of structures com‐
promising 21 × 21 squares with (a) only one pinning defect and (b) two pinning defects (in addition to phase‐
inducing defects arranged to generate an horizontal domain wall). Similar wavy pattern are observed for the
emerged domain walls as in the wide 21 × 60 squares sample (see Fig. C.21).
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C.4 Continuum Model

As shown in Section C.3.4, in the absence of defects the applied uniaxial loading results in an

homogenous state of deformation that can be easily described analytically. By contrast, our ex­

periments and discrete simulations indicate that the introduction of defects may lead to highly

inhomogenous deformation fields and the formation of distinct domain walls. Here, we simplify

the discrete equations of motions to obtain analytical solutions for a system in which the defects

generate such domain walls.

We start by considering a structure that is uniaxially deformed by applying a compressive strain

ε
yy
applied and has a perfectly straight domain wall at an angle φ with respect to the horizontal axis

and seek for an analytical solution that describes the spatially inhomogeneous deformation of the

system. Towards this end, we introduce three continuous functions u (x, y), v (x, y) and θ (x, y) that

interpolate the displacements and rotation of the [i, j]th square as

u (x = ja, y = ia) = u[i,j], (C.33)

v (x = ja, y = ia) = v[i,j], (C.34)

θ (x = ja, y = ia) = θ[i,j], (C.35)

where x and y are the coordinate along the x­ and y­axis, respectively. Assuming that the width of

the domain wall is much larger than the size of the squares, the normalized displacements u and v

and the rotation θ of the [i, j− 1]th, [i, j+ 1]th, [i− 1, j]th and [i+ 1, j]th squares can then be expressed
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using Taylor expansion as

u[i,j+p] ≈
[
u+ a p ∂xu+

(a p)2

2
∂xxu

]
x=j, y=i

u[i+p,j] ≈
[
u+ a p ∂yu+

(a p)2

2
∂yyu

]
x=j, y=i

v[i,j+p] ≈
[
v+ a p ∂xv+

(a p)2

2
∂xxv

]
x=j, y=i

v[i+p,j] ≈
[
v+ a p ∂yv+

(a p)2

2
∂yyv

]
x=j, y=i

θ[i,j+p] ≈
[
θ+ a p ∂xθ+

(a p)2

2
∂xxθ

]
x=j, y=i

θ[i+p,j] ≈
[
θ+ a p ∂yθ+

(a p)2

2
∂yyθ

]
x=j, y=i

cos θ[i,j+p] ≈
[
cos θ+ a p ∂x cos θ+

(a p)2

2
∂xx cos θ

]
x=j, y=i

cos θ[i+p,j] ≈
[
cos θ+ a p ∂y cos θ+

(a p)2

2
∂yy cos θ

]
x=j, y=i

sin θ[i,j+p] ≈
[
sin θ+ a p ∂x sin θ+

(a p)2

2
∂xx sin θ

]
x=j, y=i

sin θ[i+p,j] ≈
[
sin θ+ a p ∂y sin θ+

(a p)2

2
∂yy sin θ

]
x=j, y=i

(C.36)

where p ∈ {−1, 1} and ∂αf = ∂f/∂α. Substitution of Eqs. (C.36) into Eq. (C.3) yields the continuum

governing equations of the system,

kl∂xxu+ ks∂yyu− kl∂x cos θ = 0, (C.37a)

kl∂yyv+ ks∂xxv− kl∂y cos θ = 0, (C.37b)

4kθa2∇2θ+ 32kθ
(
θ+ 4γθ3

)
− ksa4 cos θ∇2 sin θ

kla2 sin θ
[
8− 8 cos θ− a2∇2 cos θ+ 4(∂xu+ ∂yv)

]
= 0,

(C.37c)
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where∇2 = ∂xx+∂yy. Note that in Eqs. (C.37) the inertia terms are disregarded as we are looking for

quasi­static solutions. Furthermore, in deriving Eqs. (C.37) from Eqs. (C.3) we also have neglected

all the terms that switch sign between each neighboring unit (i.e., the termswith coefficient (−1)i+j),

as they are intrinsically incompatible with continuous solutions and have shown to have small

influence on the final solutions [129].

The uniaxial compression loading considered in our experiments is then modeled by imposing

v
(
y = aNy

)
− v (y = a) = a(Ny − 1)εyyapplied, (C.38)

and

∂xu+ 1− cos θ = 0, (C.39)

where Eq. (C.39) is obtained by requiring the longitudinal forces in all horizontal ligaments to

vanish (by substituting Eqs. (C.36) into Eq. (C.9)).

C.4.1 Analytical solution

Eqs. (C.37)­(C.39) formulate a complete mathematical problem that can be solved to obtain ana­

lytical solutions. To this end, we use a third order Taylor polynomial to approximate the functions

sin and cos as

sin θ ≈ θ− θ3

6
, and cos θ ≈ 1− θ2

2
, (C.40)
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Substitution of Eq. (C.40) into Eq. (C.37) and (C.39) yields

kl∂xxu+ ks∂yyu+ klθ∂xθ = 0, (C.41a)

kl∂yyv+ ks∂xxv+ klθ∂yθ = 0, (C.41b)

−a2(ksa2 − 4kθ)∇2θ+ 32kθθ+ 4
(
kla2 + 32γkθ

)
θ3

+ 4kla2(θ−
1
6
θ3)

(
∂xu+ ∂yv

)
= 0,

(C.41c)

and

∂xu+ θ2/2 = 0, (C.42)

respectively. Since Eqs. (C.41) are a set of coupled nonlinear partial differential equations, to obtain

an analytical solution we want first to reduce them to a single second order differential equation.

As a first step in this direction, we substitute Eq. (C.42) into Eqs. (C.41) and find that Eq. (C.41a)

vanishes, whereas Eqs. (C.41b) and (C.41c) simplify to

kl∂yyv+ ks∂xxv+ klθ∂yθ = 0, (C.43a)

−a2(ksa2 − 4kθ)∇2θ+ 32kθθ+ 2
(
kla2 + 64γkθ

)
θ3

+ 4kla2(θ−
θ3

6
)∂yv = 0.

(C.43b)

Next, we introduce a local coordinate system, ζ­η, aligned with the domain wall

ζ = x sinφ+ y cosφ, and η = x cosφ− y sinφ, (C.44)
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where φ is the angle between the domain wall and the horizontal axis (which is considered positive

when clockwise ­ see Fig. C.25). Since our experiments and discrete simulations indicate that the

domain wall

Figure C.25: Schematic of a domain wall with an orientation of φ and position ζ0.

variation of deformation along the domain wall are negligible (see Figs. C.13­C.18), we further

assume that ∂η(·) = 0 and write the derivatives with respect of x and y as

∂x(·) = sinφ dζ(·), and ∂y(·) = cosφ dζ(·). (C.45)

Substitution of Eq. (C.45) into Eqs. (C.43) yields

(kl cos2 φ+ ks sin2 φ)dζζv+ kl cosφ θdζθ = 0, (C.46a)
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− a2(ksa2 − 4kθ)dζζθ+ 32kθθ+ 2
(
kla2 + 64γkθ

)
θ3

+ 4kla2(θ−
1
6
θ3)dζv = 0

(C.46b)

which are the governing equations of the system written as a function of ζ. To solve this system

of differential equations we first integrate Eq. (C.46a) to obtain

dζv = − kl cosφ
2(kl cos2 φ+ ks sin2 φ)

θ2 + C, (C.47)

where C is an integration constant that can be determined by assuming homogeneous deformation

inside each phase (i.e. far away from domain wall). Specifically, by imposing

∂yv
∣∣∣
phase±

= ε
yy
st , θ

∣∣∣
phase±

= ±θst, (C.48)

and using Eq. (C.11) to connect εyyst and θst, C is determined as

C =
kl cosφ

kl cos2 φ+ ks sin2 φ
θ2st −

8kθ
kla2 cosφ

(
1+ 4γθ2st

)
− θ2st
2 cosφ

− 4kθθ2st
3kla2 cosφ

. (C.49)

By introducing Eq. (C.49), Eq. (C.47) can be rewritten as

dζv =
kl cosφ

kl cos2 φ+ ks sin2 φ
(θ2st − θ2)− 8kθ

kla2 cosφ
(
1+ 4γθ2st

)
− θ2st
2 cosφ

− 4kθθ2st
3kla2 cosφ

. (C.50)
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We then substitute Eq. (C.50) into Eq. (C.46b) to obtain

a2dζζθ =
1

ksa2 − 4kθ

[
4
(
4
3
+ 32γ

)
kθ +

2kskla2 sin2 φ
ks sin2 φ+ kl cos2 φ

]
θ(θ− θst)(θ+ θst). (C.51)

Eq. (C.51) has the form of a Klein­Gordon Equation with quadratic and cubic non­linearities and

admits analytic solutions in the form of

θ = θst tanh
ζ− ζ0
w

= θst tanh
x sinφ+ y cosφ− ζ0

w
, (C.52)

where w represents the width of the domain wall and ζ0 denotes the position of the domain wall (see

Fig. C.25). Note that to determine w as a function of system parameters we substitute the solution

Eq. (C.52) into Eq. (C.51) and find that the latter is identically satisfied only if

w =
a
θst

√√√√ 3(ksa2 − 4kθ)

8kθ(1+ 24γ) + 3kskla2 sin2 φ
ks sin2 φ+kl cos2 φ

. (C.53)

Finally, the displacement solutions u(x, y) and v(x, y) can be obtained by integrating Eqs. (C.39) and

(C.50), respectively

u(x, y) =
∫ x

0
(cos θ− 1) dx′ ≈

∫ x

0
−θ2

2
dx′

=− wθ2st
2 sinφ

(
x sinφ
w

+
2

e2(x sinφ+y cosφ−ζ0)/w + 1
− 2

e2(y cosφ−ζ0)/w + 1

)
,

(C.54a)
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v(x, y) =
∫ ζ

0

[
kl cosφ (cos θ− cos θst)
kl cos2 φ+ ks sin2 φ

−
8kθθst

(
1+ 4γθ2st

)
kla2 cosφ sin θst

− 1− cos θst
cosφ

]
dζ′

≈
∫ ζ

0

[
kl cosφ

(
θ2st/2− θ2/2

)
kl cos2 φ+ ks sin2 φ

−
8kθθst

(
1+ 4γθ2st

)
kla2 cosφ sin θst

− 1− cos θst
cosφ

]
dζ′

=
klw cosφ θ2st

kl cos2 φ+ ks sin2 φ

(
1

e−2ζ0/w + 1
− 1

e2(x sinφ+y cosφ−ζ0)/w + 1

)
−

[
8kθθst

(
1+ 4γθ2st

)
kla2 cosφ sin θst

+
1− cos θst
cosφ

]
(x sinφ+ y cosφ) .

(C.54b)

Finally, θst at a given level of applied strain ε
yy
applied is determined imposing Eq. (C.38) with v(x, y)

given by Eq. (C.54b).

In the special case of a structure with an horizontal domain wall (i.e. φ = 0) Eqs. (C.52), (C.53),

(C.54a) and (C.54b) reduce to

θ(x, y) = θst tanh
y− y0
w

,

u(x, y) = −θ2stx
2

tanh2
y− y0
w

,

v(x, y) = θ2stw
(

1
e−2y0/w + 1

− 1
e2(y−y0)/w + 1

)
−

[
8kθθst

(
1+ 4γθ2st

)
kla2 sin θst

+ 1− cos θst

]
y,

(C.55)

with

w =
a
θst

√
(ksa2 − 4kθ)
2(43 + 32γ)kθ

. (C.56)

C.4.2 Position ζ0 and orientation φ of the domain walls

To predict the position and orientation of the domain walls as a function of the applied deforma­
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tion, we use Eq. (C.5) to calculate the total energy of the system for a given distribution of defects

with the displacements and rotation of each square (i.e. u[i,j], v[i,j] and θ[i,j]) defined by interpolating

the analytical solutions given by Eqs. (C.52) and (C.54),

u[i,j] = u(x = j, y = i),

v[i,j] = v(x = j, y = i),

θ[i,j] = θ(x = j, y = i).

(C.57)

The position ζ0 and orientation φ of the domain walls are then obtained by minimizing Etotal. Ex­

amples are reported in Figs. C.26, C.27 and C.28.

5a 10a 15a
0

1

2

3

4

5

e
n

e
rg

y
  
  
  
  
  
  
[J

]

10%

6%

4%

2%

10a 30a
0

5

10

15

20

25

e
n

e
rg

y
  
  
  
  
  
  
[J

]

10%

6%

4%

2%

50a

(a) (b) (c)

10a 30a
0

100

200

300

e
n

e
rg

y
  
  
  
  
  
  
[J

] 10%

6%

4%

2%

50a

Figure C.26: Analytical predicted evolution of Etotal as a function of domain wall position y0 at εyyapplied = −2%,
−4%, −6% and −10% for structures with (a) 21 × 21 squares; (b) 51 × 51 squares and (c) 201 × 201 squares
and phase‐inducing defects arranges to generate an horizontal domain wall. The results indicate that, while in
small structures Etotal gradually turns into a multi‐welled landscape with two minima that progressively move
towards the horizontal boundaries, in larger structures present Etotal becomes flat upon compression. As such,
we expect the domain walls in large structures to remain at the center even upon compression. In another
words, the shifting of domain walls observed in our samples is caused by boundary effects.
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Figure C.27: Analytically predicted evolution of Etotal as a function of ζ0 and φ at εyyapplied = −2%, −4% and
−8% for structures comprising 21×21 squares and phase‐inducing defects arranged as (a) in Fig. 4.2B‐C
of the main text; (b) in Fig. 4.4A of the main text (φd = arctan(1/2)) and (c) in Fig. 4.4A of the main text
(φd = π/4). As the applied compression increases, the local minima of Etotal move away from the centered
line between and shift towards the boundaries. Furthermore, for the cases with φd ̸= 0 the domain walls also
change their orientation as εyyapplied in increased. These results nicely explain the experimental results reported
in Figs. 4A and 4C.
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Figure C.28: Analytically predicted evolution of Etotal at εyyapplied = −2%, −4% and −8% for structures compris‐
ing 21×21 squares and phase‐inducing and pinning defects arranged as (a) in Fig. 4.3A of the main text; (b) in
Fig. 4.4C of the main text (φd = arctan(1/2)) and (c) in Fig. 4.4C of the main text (φd = π/4).
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C.4.3 Stress­strain curves

To determine the stress­strain curve of our structures and quantify the effect of the domain wall

on their mechanical response, we take the continuum limit of the longitudinal forces acting on the

vertical ligaments (i.e. we substitute Eqs. (C.36) into Eq. (C.14))

Fy = akl
(
∂v
∂y

+
θ2

2

)
(C.58)

By assuming that inside each phase (i.e., far away from domain wall) the deformation is homoge­

neous, we can make use of Eq. (C.48) to simplify Eq. (C.58) as

Fy = akl
(
ε
yy
st +

θ2st
2

)
(C.59)

Finally, the normal stress in y direction can be obtained as

σyy =
Fy

at
=

kl
t

(
ε
yy
st +

θ2st
2

)
(C.60)

Note that Eq. (C.60) can be used to calculate the stress­strain curve of samples with or without

a domain wall. While for the case of homogeneous deformation ε
yy
st = ε

yy
applied and θst can be de­

termined as a function of εyyapplied using Eq. (C.11), in the presence of a domain wall θst and ε
yy
st

are simultaneously determined as a function of εyyapplied by imposing Eqs. (C.11) and (C.38) (with v

given by Eq. (C.54b)).

In Fig. C.29 we compare the stress­strain curves predicted by Eq. (C.60) with those obtained

experimentally and using our discrete model for 21×21 structures without phase­inducing defects
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and with phase­inducing defects arranged along two lines that form an angle φd = 0, arctan(1/2)

and π/4 with the horizontal axis to generate a domain wall. We find that our continuum model

nicely captures the mechanical response of all these structures.
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Figure C.29: Stress‐strain curve measured in experiments (markers) and predicted by numerical simulations
(dashed lines) and analytical solution (solid lines) for structures with 21 × 21 squares and (a) no phase‐inducing
defects; (b‐d) phase‐inducing and pinning defect arranged along two lines that form an angle (b) φd = 0, (c)
arctan(1/2) and (d) π/4 with the horizontal axis to generate a domain wall.
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C.4.4 Additional analytical results
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Figure C.30: (a)‐(b) Comparison between analytically predicted (solid lines) and experimentally extracted (cir‐
cular markers) evolution of the squares rotation θ across the sample at εyyapplied = −4% for a 21 × 21 structure
with defects arranges as in (a) Fig. 4.4A of the main text and (b) Fig. 4.4C of the main text. (c) Contour plot
of domain wall width w as a function of φ and θst as predicted by Eq. (C.53). As observed in experiments, our
analytical solution predicts the domain walls to become thinner for increasing compression (i.e. for larger θst).
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D.1 Materials and Methods

D.1.1 Materials

The monomer 1 4­(6­Acryloxy­hex­1­yl­oxy)phenyl 4­(hexyloxy)benzoate was purchased from

SynthonChemicals (ST03457). Photoinitiator Darocur®1173 (bis(2,4,6­trimethylbenzoyl) phenyl­

phosphineoxide)was purchased fromSigma­Aldrich. 1,6­Hexanediol diacrylate (HDDA, crosslinker

2) was purchased from Sigma­Aldrich, and the inhibitor was removed prior to use. Fluorescence

label for confocal microscopy Methacryloxyethyl thiocarbamoyl rhodamine B dye was purchased

from Polysciences, Inc.

Themonomer (4″­acryloyloxybutyl 2,5­di(4′­butyloxybenzoyloxy) benzoate) used for the aligned

LCP cellular structure was synthesized following a previously published procedure1. For mag­

netic alignment of the liquid crystal molecules, the high­temperature neodymiummagnets (NdFeB,

Grade N42SH; 1’’×1/2’’×1/2’’ thick; BX088SH) were purchased from K&J Magnetics, Inc.

For the control experiment with very soft materials, EcoflexTM 00­10, and EcoflexTM 00­50

were purchased from Smooth­on, Inc.

Themonomer 2­Hydroxyethylmethacrylate and n­butyl acrylate for synthesizing poly(2­hydroxy­

ethyl methacrylate­co­n­butyl­acrylate) PHEMA­co­PBA were purchased from Sigma­Aldrich.

2,5­dihydroxybenzoic acid, benzyl bromide, 4­butyloxybenzoic acid, 4­hydroxybutyl acrylate,

N,N’­dicyclohexylcarbodiimide (DCC), sodium bicarbonate (NaHCO3), palladium on carbon (10

w%, matrix activated), 4−pyrrolidinopyridine, Silica gel (Davisil Grade 633, high­purity grade,

pore size 60 Å, 200­425 mesh particle size), and glacial acetic acid were purchased from Sigma­

Aldrich.

Organic liquids including acetone, ethanol, isopropanol, used for testing assembly behavior
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were purchased fromMacron. Organic liquids, including dichloromethane, toluene, dichloromethane,

hexane, and toluene, were purchased from Sigma­Aldrich. Deionized water was used for aqueous

systems.

4­inch Silicon wafers and 6­inch silicon­dioxide carriers were purchased from Nova Electronic

Materials. Photoresist SPR220−7.0 was purchased from Microchem. Sylgard® 184 silicone kit

was purchased from Ellsworth Adhesive Systems and used as 10:1 (Sylgard® base to curing agent).

Microscopy glass slides (25×75 mm, 1 mm in thickness) were obtained from VWR.

D.1.2 Methods

UV­polymerizationwas conducted with a DymaxModel 2000 Flood UV Curing System chamber

(light intensity of ∼18 mW/cm2) with a custom­made steel­mesh (as neutral density filter).

Differential ScanningCalorimetry (DSC)was performed on a Thermal Analysis (TA)DSCQ200

instrument to analyze the phase behaviors of the LC mixture and LCP in the dry and wet states

under a nitrogen atmosphere. The program consisted of three cycles from –5 ◦C to 130 ◦C with a

10 ◦C/min rate for the LC mixtures, three cycles from –5 ◦C to 200 ◦C with a 10 ◦C/min rate for

the LCP in the dry state, and three cycles from –80 ◦C to 50 ◦C with a 10 ◦C/min rate for the LCP

in the wet state.

Scanning electron microscopy (SEM) of the Si master and LCP cellular microstructures was

performed on a Zeiss Supra55VP Field Emission Scanning Electron Microscope (FESEM). The

tilted view was taken with the SEM holder tilted 30◦ on a Zeiss Supra55VP FESEM. LCP cellular

microstructures were coated with 10 nm Pt/Pd prior to imaging for increasing the conductivity of

the polymeric surface.
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Atomic force microscopy (AFM) was used to measure the Young’s moduli of the LCP materi­

als on a JPK Instruments NanoWizard®AFM with 240AC­NA tips (NANOANDMORE, USA,

OP240AC­NA­10, force constant 2 N/m). In this technique, the deflection of the cantilever tip

is measured as it approaches and indents the surface. The Young’s moduli of the LCP material

were determined through analyzing the slope of the force­displacement curves that result from

these measurements while LCP is in the dry state and in the saturated swollen state. Profilometer

3D profile was measured on a Veeco Dektak 6M profilometer. LCP cellular microstructures were

coated with 10 nm Au prior to imaging for increased contrast.

Confocal Laser Scanning Microscopy measurements were performed on a Zeiss LSM 700 in­

strument with 5× and 10× objectives under bright light channel and 532 nm fluorescence channel.

LCP was copolymerized with the dye methacryloxyethyl thiocarbamoyl rhodamine B for fluores­

cence signal. Time­series was analyzed with the Zeiss ZEN black software.

Fabrication of the microstructured silicon master. The microstructured silicon master was pro­

duced by photolithography followed by reactive ion etching (RIE). Photoresist (SPR220­7.0) pat­

terning was performed by UV exposure at 375 nm, 470 mJ/cm2, under a Heidelberg MLA150

Maskless Aligner, which later served as the mask for the anisotropic etching of a Si wafer using an

STS ICP RIE System, to obtain the Si microstructures. After removal of the photoresist with oxy­

gen plasma, the Si master was treated with trichloro(1H,1H,2H,2H­perfluorooctyl) silane to render

the structure hydrophobic for molding. Silicon master with positive cellular structure was designed

for fabricating LCP microstructure and with negative cellular structure (micropost with gaps) was

designed for fabricating silicone­based (i.e., EcoflexTM 00­10, EcoflexTM 00­50) microstructure.

Fabrication of PDMS negative mold. The polydimethylsiloxane (PDMS) precursor (mixture of

Sylgard® 184 base and the crosslinker with the ratio of 10:1 (wt:wt)) was applied on top of the Si
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wafer, degassed under vacuum and cured at 70◦C for 2 h. Finally, the PDMS was cooled down to

room temperature and carefully peeled off from the Si wafer and used as a mold for the synthesis

of LCP microstructures.

Fabrication of EcoflexTM 00­10 and EcoflexTM 00­50 microstructure. The EcoflexTM 00­

10 or EcoflexTM 00­50 precursor (part A and part B 1:1 by volume) were mixed thoroughly and

applied on top of the Si wafer, degassed under vacuum, cured at room temperature for 4 h, and

post cured at 80 ◦C for 2 h and 100 ◦C for 1 h. Finally, the Ecoflex was cooled down to room

temperature and carefully peeled off from the Si wafer.

Fabrication of free­standing cellular microstructure. The free­standing cellular microstructure

was obtained by precoating the glass slides with polyvinyl alcohol (PVA) as a sacrificial layer

which can be washed off in water to release the attached LCP cellular film after demolding. The

coating was done by spin coating the clean glass slide with a 3wt% PVA water solution and then

baking at 120◦C for 2h to evaporate the residual water. After fabrication of the microstructure

with such coated glass substrates and demolding from the PDMS, the sample was immersed in

room temperature water overnight to dissolve off the PVA and release the cellular film from the

glass (such dissolving process can be facilitated with hot water). The bottom LCP layer of the

cellular film can be further etched to make it thinner for a higher deformability and compliance

using oxygen plasma (Diener, Model: Femto PCCE).

Global topological transformation was done simply by adding ∼50 μL droplet of liquids with

commonly used plastic pipettes onto a 1 cm× 1 cm cellular film to immerse the structure fully and

waiting for it to dry under ambient conditions. The applied liquid needs wet the structure (wetting

angle > 90◦) to form concave meniscus lines for the assembly to happen. For a sufficient swelling

and softening of the materials, the liquid should be able to enter the cells of the microstructure
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and infiltrate into the polymer matrix. Note that the size and final thickness of the solvent play

a role in determining the size of the area being transformed and the speed/timing of the transfor­

mation. Localized topological transformation was done by adding small amount of liquid with a

0.5­10 μL micropipette to a large area film. Only the area that is in contact with the liquid will be

assembled/disassembled.

Particle trapping is realized through topological transformation of the cellular structures to selec­

tively trap particles with diameters that can be geometrically accommodated by the lattice com­

partments, while excluding particles that are larger. In particle trapping experiments, spherical

particles (silica gel spherical, purchased from Sigma­Aldrich) with diameters ranging from 40 μm

to 70 μm were randomly scattered on the triangular cellular surface. The triangular lattice has an

edge length of 100 μm and thickness 7 μm, resulting in chambers that can accommodate spherical

particles up to 50 μm in diameter. Particles with diameter < 50 μm fell into the compartments and

were then engulfed and trapped under the newly formed node upon reconfiguration. On the other

hand, the particles with diameters > 50 μmwere washed away by the added liquid. The trapped par­

ticles can subsequently be released upon disassembly of the cellular structure by a liquid mixture

of ethanol and DCM.

Surface resilience is characterized by the coefficient of restitution e, which is the ratio between

relative velocity after and before the collision. In this work, we used the ball bouncing test to

measure e. Specifically, steel balls with mass 0.027 g, 0.054 g, 0.104 g and 0.166 g are released

from an initial height of h0 = 50mm. Their bouncing height was recorded as h1. Since the velocity

of the ball before the collision is proportional to
√
h0 and the velocity of the ball after the collision

is proportional
√
h1, the coefficient of restitution is calculated by e =

√
h1/h0.

Band gap structures of the cellular structures before and after transformation is calculated
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via finite element simulations. We focus on the representative volume element (RVE) taken from

the cellular structure. We assume the elastic wave propagates in the upper part of the structure and

therefore use a plane­strain model for our analysis. Commercial software COMSOL 5.3a was used

to perform the Bloch­Floquet analysis with Bloch boundary conditions applied to the boundary of

the RVE. We scanned wave vectors on the Γ­M­K­Γ boundary of the irreducible Brillouin zone to

obtain the dispersion relation or the so­called band structure. Since band structures depend on the

geometries of the considered cellular structure, one can tune the band by transforming the structure.

Water sliding angles (WAS) of the microstructured surface before and after reconfiguration were

measured on a Drop Shape Analyzer (Kruss GmbHDSA100). 40 μL ofMilliQ water droplets were

slowly dispensed on to the structured film. The roll­off angle was measured using a droplet size

of 40 μL, and the stage was tilted at a tilt rate of 0.5◦/s. The averaged roll­off angle was measured

at three different positions on the sample set and were confirmed across different sets of samples.

Additionally, the same experiments were performed on a flat LCP thin film before and after the

solvent treatment. No noticeable changes in the roll­off angle and were observed, suggesting that

the change in wettability originated from the structural change rather than the chemical nature of

the polymer.

Surface friction was measured as a function of a sliding angle using an 4 mm acrylic disc, which

was loaded with steel ball bearings of various masses. To measure the angle, a contact angle

goniometer (Kruss GmbH DSA100) was used with the structures placed on the sample stage. The

disc, with a basket and wire loop affixed using two­part epoxy, was then lowered onto the structures

at a controlled rate by replacing the traditional needle with a hook. This was done to prevent

additional pressure being applied, which could result in the disk becoming adhered to the surface.

The stage was then tilted at 0.5◦/s, until the disk slid off the sample.
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D.2 Theoretical Model

D.2.1 Critical Young’s modulus

To quantitatively study the reconfiguration process and provide the upper stiffness limit for the

material to undergo capillary assembly, we investigate a micro­cellular structure with the base

of the structure anchored to a rigid substrate (see Fig. D.1(a)). The structure is made of plates

with edge length l, height h, thickness b, which are separated by an angle α. After the capillary

assembly, only the upper portion with height h∗ is coalesced since the bottom of the structure

is always attached to the substrate and remains triangular (see Fig. D.1(a)). This upper portion

deformation, including the stretching and folding of the walls, dominates the total elastic energy in

comparison to the bending deformation of the lower part (this assumption fails when the height of

the structure h is too small relative to the edge length l). Therefore, the total elastic energy of one

edge after the reconfiguration can be approximated by that of the upper part. The elastic energy of

the deformation of the upper part includes two major components: stretching and folding (extreme

bending) of the walls. In Fig. D.1(b), we use the triangular­to­hexagonal transformation as an

example to demonstrate the stretching and folding of a single wall and such schematic is general

for structures with other angles and topologies.

Energy associated with stretching: When the liquid is added to the system, the length of the

walls increases from l to lwet = l(1+ δ), where δ is the swelling ratio. However, after the capillary

assembly, the walls have length la = l sin α
2 (see Fig. D.1(b)). Therefore, the walls upon assembly

are strained by εS = la/lwet − 1 = (sec α
2 − 1− δ)/(1+ δ), and the energy of a single wall can thus be
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approximated by

U1 =
1
2
EwetVSε2S =

1
2
Eh∗lb

[
sec

α
2
− 1− δ

]2
(D.1)

where Ewet is the Young’s modulus of the material in the swollen state and Vs = h∗bl(1+ δ)2 is the

volume of the swollen wall.

Figure D.1: Schematic presentation of the structural parameters used for a theoretical model. (a) Pre‐ and
post‐assembly configurations of a triangular compartment. (b) Components of wall deformation required for
assembly. (c) Pure bending of an initially straight beam. (d) Contour plot of critical Young’s modulus Ecr with
respect to structural parameters ”αand b, while the slenderness ratio is set as l/b = 5, 15 and 50. (e) Relation
between Ecr and the wall thicknessbpredicted by our theoretical model for triangular lattices with α = 60◦.
The slenderness of the lattice edges remains constant at l/b = 15.

Energy associated with folding: To estimate the elastic energy associated with folding we use

classical beam theory. As shown in Fig. D.1(c), when an initially straight beam is deformed to an

arch with radius r and opening angle θ, its elastic energy can be expressed as [155],

Ubend =
EwetIθ
2r

(D.2)

where I is the second moment of area of the cross­section (I = h∗b3(1 + δ)3/12 in our case). As
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demonstrated in the insets of Fig. D.1(b), upon assembly the wall experiences folding at both

nodes (with θ = α/2) and at the center (with θ = α). Assuming that the bending radius is half of

the thickness of the swelled beam (i.e., r ≈ b(1 + δ)/2), the total folding energy can be expressed

as

U2 =
1
12

Eweth∗b2(1+ δ)2(
α
2
+ α+

α
2
) =

1
6
αEweth∗b2(1+ δ)2 (D.3)

Total elastic energy: The total elastic energy of a single wall can be obtained by summing the series

associated with stretching and folding

Ue = U1 + U2 =
1
2
Eweth∗

[(
sec

α
2
− 1− δ

)2
lb+

1
3
αb2(1+ δ)2

]
. (D.4)

Work done by capillarity: The work done by capillarity can be estimated by the product of the

capillary forces and the distance traveled by the meniscus, and can be expressed as [134,156,157]

Wc = γh∗l sec
α
2
. (D.5)

where γ is the surface tension of the liquid (for a volatile liquid, such as acetone,γ = 25 × 10−3

N/m). Critical Young’s modulus: For the capillary reconfiguration to occur, the capillary work Wc

must overcome the elastic energy gain Ue, i.e., Wc > Ue. Such simplified energy argument gives a

critical Young’s modulus for the underlying material:)

Ecr =
6γl sec α

2

3lb
(
sec α

2 − 1− δ
)2

+ αb2(1+ δ)2
. (D.6)

The Young’s modulus of the material in the swollen state Ewet needs to be smaller than Ecr to ensure
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the capillary assembly. In Fig. D.1(d), we present the contour plots of Ecr as functions of angle

α and thicknessbwith respect to slenderness ratio l/b =5, 15 and 50. The proposed theoretical

model connects the geometry and stiffness of the polymer network with liquid characteristics, and

can guide the design of reconfigurable structures. It is worth noting that according to our model,

the capillary assembly mechanism is not scale­independent. In Fig. D.1(e), we show how the

critical Young’s modulus changes as a function of the smallest dimension of the structure, i.e., wall

thickness b, for a constant slenderness l/b = 15. According to Fig. D.1(e), Ecr changes overmultiple

orders of magnitude as we scale the thickness from millimeter scale down to nanometer scale — a

clear indication that the behavior is not scale­independent. Specifically, at the micrometer scale Ecr

is on the order of kPa and such a threshold can be achieved through polymer softening with properly

chosen solvent. However, if the wall thickness is scaled up tomillimeter scale, the polymer network

needs to be softer than 1 kPa, which would normally lead to the collapse of the structure under its

own weight. Moreover, since the capillary length of common liquids is around 1­3 mm, the effect

of gravity would also impact the effectiveness of the capillary assembly. Therefore, the proposed

capillary assembly will be less feasible for structures with their smallest dimensions beyond the

micrometer scale. On the other hand, if the fabrication technique allows us to fabricate structures

with nanometer scale units, the capillary assembly could work for materials with Young’s moduli

up to 1 GPa. This implies that for nanometer scale structures we might not need to soften the

underlying material. At this scale, the capillary assembly strategy could work for more general

materials that are robust against liquid, such as, plastics, carbon, or even metals.
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D.2.2 Verification of the critical Young’s modulus

To experimentally verify our model, the capillary assembly experiments were conducted on tri­

angular cellular structures with varying geometrical parameters. Specifically, we fabricated four

cellular structures using the same polymer material and the same unit size l = 100 μm and height

h = 70 μm, with different wall thicknesses b = 7, 10, 13 and 16 μm. In Fig. D.2(a), we present

the top view of these cellular structures after liquid evaporation. As the wall becomes thicker, it

becomes more difficult for the structure to be assembled by capillary forces. To study the assembly

process more quantitatively, we measure the compartment sizes Ai for the assembled structure by

tracking the grayscale of the images shown in Fig. D.2(a) and use the blue­to­yellow color scale to

indicate compartment sizes (see Fig. D.2(b)). In Fig. D.2(c), we plot the distribution of the com­

partments over different ranges of area. We find that when the structure is completely transformed

to a hexagonal lattice (for example, for structures with b= 7 and 13 μm) the compartment sizes

are either very small (corresponding to the center of the newly formed nodes) or very large (corre­

sponding to the hexagonal shapes). On the other hand, for the structures that fail to assemble, the

compartment sizes are all mid­sized (for example structures for b= 16 μm). At this point, we can

define an assembly index R to track the completeness of the assembly process. R is defined via the

distribution of tracked compartment areas Ai as,

R =
std[Ai]

mean[Ai]
(D.7)

where std[Ai] is the standard deviation and mean[Ai] is the average of the compartment areas. For a

perfect assembly, where half of the compartments are near­zero size and the other half are hexagon

size, we have R = 1, while, for the perfect (unchanged) triangular lattice, R= 0. The assembly

201



index R deviates from 1 as the structure fails to completely assemble. To be more quantitatively,

we define the structures with R > 0.9 successfully assembled and those with R < 0.9 fail to be

assembled. For the four considered thicknesses b = 7, 10, 13 and 16 μm, R = 0.99, 0.99, 0.72 and

0.52 respectively. Therefore, the structures with b = 7 and 10 μm are successfully assembled and

the structures with larger thickness b= 13 and 16 μm fail to be assembled.

From the theoretical expression of the critical Young’s modulus, we can plot Ecr as a function of

the wall thicknessb(see Fig. D.2(d)), where again theoretically Ewet < Ecr is required for assembly.

Since here our polymer network is fixed with a softened stiffness of Ewet= 80 kPa and a swelling

ratio of δ = 10%, the model yields a critical thickness of bcr= 12.7 μm. For structures with b < bcr,

Ewet < Ecr and the assembly will happen, while for structures with b > bcr, Ewet > Ecr and the

assembly will fail. In Fig. D.2(e), we compare this theoretical prediction of bcr with experimental

measurements via image processing. The predicted bcr nicely captures the transition of the assem­

bly index R. While the two structures with b= 7 and 10 μm < bcr are fully assembled with R ≈ 1,

the structures with b= 13 and 16 μm > bcr fail to assemble. The results shown in Fig. D.2(e) verify

the accuracy of our theoretical model. We also verify our model by testing structures with differ­

ent values of α. To this end, we fabricated two cellular structures with a square lattice (α = 90◦)

and hexagonal lattice (α = 120◦) geometries using the same polymer material as for the triangular

cellular structure. Similarly, other geometrical parameters were kept the same as for the triangular

cellular structure, with edge length l = 100 μm, height l = 70 μm and thickness b = 7 μm. The

predicted critical Young’s moduli for such square and hexagonal lattices are Ecr= 37 kPa and Ecr= 7

kPa, respectively, which are lower than the Young’s modulus of the softened polymer Ewet= 80 kPa;

that is, Ewet > Ecr. This indicates that for both square and hexagonal lattices, our model predicts

that the capillary forces will not be strong enough to assemble the walls and therefore the recon­
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Figure D.2: Transformation of cellular structures with different wall thicknessesband angle ”α. (a) Top view
optical images of the liquid‐treated cellular structures with thicknesses b= 7, 10, 13 and 16 μm, respectively.
(b) Image processing to track the area of each compartment. (c) Distributions of the compartment areas and
the corresponding assembly index R. (d) Critical Young’s modulus Ecr as a function of wall thickness b. For a
fixed material stiffness E = 80 kPa, we can derive the critical thickness bcr= 12.6 μm. (e) Assembly index R
with increasing thickness b. The predicted bcr captures the critical thickness where R starts to deviate from 1
(perfect assembly). Cellular structures with different ”αafter liquid treatment. (f) Square lattice; (g) hexagonal
lattice. Scale bars, 100 μm.

figuration will not occur. The experimental results shown in Fig. D.2(f­g) verifies the accuracy of

the theoretical prediction – although the walls buckle upon swelling, the capillary forces are not
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strong enough to assemble them.

D.2.3 Critical adhesion energy

Next, we estimate the required adhesion energy per area to hold the structure in its configuration

after assembly. In the main manuscript, we have discussed how both adhesion between the walls

and kinetic trapping of the polymer conformation contribute to maintain the reconfigured structure

following fast evaporation of the liquid. Here we quantify how sticky the material would need to

be for the structure to be held together solely by the adhesion energy. The adhesion energy of the

coalesced walls can be expressed as

Ua = 1/2Jh∗l sec
α
2

(D.8)

Comparing Ua with the elastic energy of the assembled structure Ue gives the critical adhesion

energy per area,

Jcr =
E
[
3
(
sec α

2 − 1− δ
)2 lb+ αb2(1+ δ)2

]
3l sec α

2
(D.9)

In the dry state, the considered LCP has a measured Young’s modulus Edry= 23,000 kPa. Since the

LCP is completely dried, the swelling ratio δ = 0%. In this case, with E = Edry, Eq. (D.9) gives an

approximate critical adhesion energy per area of Jcr ≈ 3.3 joule/m2 that is higher than the adhesion

energy of typical polymer materials. In the wet state, the LCP has Ewet= 80 kPa and δ = 10% and

therefore yields a critical adhesion energy Jcr = 1.5 × 10−3 joule/m2, which is lower than that of

typical polymer materials6,7.
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D.3 Supplemental Results & Figures

D.3.1 Cellular structures of low Young’s modulus materials

Cellular structures made from EcoflexTM 00­10 (Young’s modulus ∼50 kPa) and EcoflexTM

00­50 (Young’s modulus ∼250 kPa) were fabricated following the general curing procedure for

Ecoflex elastomers (SI section 1). However, for both material systems the structures were distorted

after being peeled off from the negative silicon master due to insufficient rigidity and stickiness of

the polymer­containing free siloxane species.

Figure D.3: Distorted triangular lattices made of (a), EcoflexTM 00‐10, and (b) EcoflexTM 00‐50 after being
peeled off the silicon master. Scale bar, 100 μm.

D.3.2 3.2 Synthesis of liquid crystalline polymer (LCP) microstruc­

tures

The reactive LC monomer mixture was prepared by dissolving 96.5 mg of monomer 1, 1.5 mg

of HDDA crosslinker 2, and 2 mg of Darocur®1173 (Fig. D.4(a)) in roughly 1 mL of anhydrous

dichloromethane (DCM). The dissolved chemicals weremixed thoroughly and dried over a cleaned

microscopy glass slide (washed with water, acetone, isopropanol, and then blow­dried under ni­
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trogen) to yield the crystallized reactive mixture for polymerization. The phase behavior of the

reactive LC monomer mixture was studied with differential scanning calorimetry (DSC) using

Thermal Analysis DSC Q200 with a rate of 10 ◦C/min. The reactive mixture showed a melting

point at 42 ◦C and nematic to isotropic (TNI) phase transition at 62 ◦C, as shown in Fig. D.4(b). The

polymerization temperature was set to 120 ◦C where the mixture is in the isotropic phase to give a

polydomain material.

Figure D.4: Synthesis of LCP. (a) LCP chemical constituents. (b) Phase diagram of the reactive LC monomer
mixture. The heating rate of the differential scanning calorimetry (DSC) was 10 ◦C/min. (c) Schematic of the
polymerization setup.

The Si master with designed geometries (edge length l = 100 μm, height h = 70 μm and

thicknessb = 7 μm) and the negative PDMS mold were fabricated following the procedure de­

scribed in SI section 1 and characterized with scanning electron microscopy (SEM). To synthesize

the LCP microstructures, we applied ∼20 mg of the reactive mixture into a PDMS mold and cov­

ered the mixture with a glass substrate. The sample was heated to 120 ◦C (isotropic phase) and

exposed to UV (Dymax Model 2000 Flood UV Curing System, light intensity of ∼18 mW/cm2)

under a nitrogen atmosphere to initiate polymerization. After 20 min of polymerization, the sample

was cooled down to room temperature, and the PDMSmold was carefully peeled off from the LCP

microstructures.
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D.3.3 Characterization of material properties

D.3.3.1 Swelling and trapping of an LCP microplate

The swelling ratio and the kinetic trapping of the LCP were tested on a microplate with the same

dimensions as the lattice structure (l = 100 μm, h = 70 μm andb = 7 μm) to assure comparable

dynamics and kinetics of evaporation. The structure was first treated with acetone and observed

under an optical microscope. However, the microplates collapse upon evaporation due to the capil­

lary force which hinders the accurate measurement of the swelling ratio of the liquid to LCP as well

as the investigation of freezing dynamics. To avoid the collapse of the microplates and remove the

capillary forces generated during acetone evaporation, ethanol was introduced to provide an inert

liquid environment. Since ethanol does not swell the polymer, the presence of ethanol does not

affect the swelling and trapping dynamics significantly and acts primarily to avoid the formation of

menisci. The LCP microplate was then treated with acetone in the presence of an ethanol environ­

ment (manuscript Fig.1f): as the liquid penetrates the polymer network, the opaque glassy polymer

turns clear and bright, indicating a glassy­to­rubbery transition upon swelling. The microplate was

swelled to a 10% strain along the length of the top edge. After the evaporation of acetone, the plate

was trapped with a 9% strain. Furthermore, when heated up to 70 ◦C (above its Tg = 58 ◦C), the

elongated microplate relaxed back to its initial length, confirming the kinetic nature of the trapping

mechanism (Supplementary Video 10).

D.3.3.2 Glass transition temperature of LCP in the dry and wet states

The phase behavior of the LCP in the dry and wet states was studied with differential scanning

calorimetry (DSC) using Thermal Analysis DSC Q200 with a rate of 10 ◦C/min. The dry LCP
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showed a glass transition temperature (Tg) of ∼58 ◦C (Fig. D.5(a)). When immersed in acetone,

the fully swollen wet LCP showed a drastic decrease in Tg to –30 ◦C (Fig. D.5(a)).

D.3.3.3 Young’s moduli of LCP in the dry and wet states

The Young’s moduli of the dry and wet LCP were obtained through nanoindentation measurements

conducted by atomic force microscopy (AFM). By analyzing the slope of the force­displacement

curves, the Young’s moduli of the LCP material were determined for 4 states: (1) in its original

dry state, (2) after it is fully swollen in acetone (nanoindentation measurements were conducted

completely in liquid acetone environment), (3) within tens of seconds after the evaporation of

acetone from the surface, and (4) after the sample was left to dry for 30 min. Fig. D.5(b) shows that

the dry LCP has a Young’s modulus of ∼23100±2400 kPa; it softens by three orders of magnitude

to 80±19 kPa in the swollen state, and fully recovers its initial stiffness of 24000±5500 kPa after

drying. Moreover, the Young’s modulus does not continue to change after drying for 30 min,

suggesting that the material fully regains its stiffness within ∼30 s after the evaporation of the

liquid from the structure.

D.3.3.4 Systematic study of the swelling behavior of LCP with different liquids

Water and a range of organic liquids with different polarities, volatilities, and solution parameters

were selected to study the swelling behaviors of the LCP cellular microstructures. Based on their

different intermolecular interactions with the LCP matrix, these solvents can be classified as good

solvents, including acetone, dichloromethane (DCM), and toluene, and poor solvents, including

water, ethanol, isopropanol, and hexane. Droplets of different liquids (∼50 μL for a∼1 cm2 sample,

in excess of the amount required to swell the LCP to a saturated state) were placed on horizontally
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Figure D.5: Characterization of material properties of LCP. (a) Phase diagrams of the LCP polymer. Dry LCP
polymer and wet LCP polymer swollen with acetone. The heating rate of the differential scanning calorimetry
(DSC) was 10 ◦C/min. (b) Young’s modulus characterization of the LCP upon swelling and drying. AFM was
applied to measure the Young’s moduli of the polymer on a cellular structure in the original dry state, fully
swollen state, and dried state after evaporation of the liquid.

oriented substrates and allowed to evaporate under ambient conditions. The immersing, swelling,

and drying of the cellular structures were monitored by optical microscopy. As the LCP material

is hydrophobic, water does not wet the microstructure and cannot permeate into and swell the

polymer matrix (Fig. D.6(i)). As discussed in SI section 3.3.1 for an isolated microplate, ethanol

wets but does not swell the cellular microstructure; as discussed in the main text, this behavior

allows it to be used as an inert solvent to enable control over the disassembly process. Isopropanol

and hexane swell the structure mildly, such that the induced softening is not sufficient to trigger

the assembly. DCM and toluene swell the polymer to such a large extent that the whole LCP film

ruptures and delaminates from the glass substrate. It is worth noting that a mixture of different

solvents can be used to trigger capillary assembly and vary the extent of the reconfiguration by

controlling the swelling ratio. In addition, adjusting the crosslinking density of the polymer also

offers a simple control to modify the material’s mechanical properties, swelling ratio, trapping
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strain, and interfacial adhesion, and thus the extent and reversibility of the lattice transformation.

Figure D.6: Swelling behavior of LCP with different liquids. Snapshots of LCP cellular structures in the initial
state, during immersing in liquids, and after evaporation of liquids. (i) Water does not wet the structure. (ii)
Ethanol wets the structure but does not swell the LCP noticeably. (iii‐iv), isopropanol and hexane wet and
swell the structure slightly but are not sufficient to trigger assembly upon evaporation. (v‐vi), Dichloromethane
and toluene wet the structure, but the swelling ratio is so large that the LCP films rupture and delaminate from
the glass substrate. Scale bar, 100 μm.

D.3.4 Characterization of the topological transformation
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D.3.4.1 3D topography of the cellular structures

Figure D.7: 3D topography of the cellular structures. Top and tilted view of the optical profilometer measure‐
ments showing the reconfigured 3D shape of the (a) initial triangular lattice and (b) assembled hexagonal lat‐
tice. (c) The height profile of the assembled hexagonal lattice along the dashed line. The newly formed nodes
are ≈ 10 μm shorter than the original nodes. Furthermore, the inset of (c) shows that the transformed hexag‐
onal structure contains flat bottoms and sharp vertical walls, which indicates that half of the initial triangle
compartments are completely closed through the transformation.
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D.3.4.2 Assembly process: symmetry breaking and phase boundaries

The triangular lattices consist of nodes with connectivity six, and during the reconfiguration to

hexagonal lattice the nodes are transformed to connectivity three. Let us focus on a small region

around a certain node of the triangular cellular structure. Upon evaporation, six menisci form

between the neighboring walls. The curved meniscus surfaces generate Laplace pressure inside

the liquid. If the structure is perfect and menisci are identical, the pressures on both sides of the

wall are balanced and no torque is generated (see the left inset of Fig. D.8(a)). However, such

a balanced state is not stable under infinitesimal perturbation. For example, if certain walls are

perturbed by a small amount due to fabrication imperfections or environmental fluctuation, the

height of the liquid surfaces on two sides of the wall become different, which generate a non­zero

net torque (see the right inset of Fig. D.8(a)). Such torque further increases the perturbation and

the perturbation in turn further magnifies the torque. The process goes on and on until the adjacent

walls are assembled. Since assembling three adjacent walls together costs a lot of energy, the

walls will always be assembled pair by pair, which at the same time transforms the node from

connectivity six to three. The transformation of node connectivity from six to three results in an

equal probability of forming two phases of patterns, with the original nodes to transform to either

the Y­shaped nodes (phase I) or inverted Y­shaped nodes (phase II, see Fig. D.8(b)). Due to the

integrity of cellular structure as well as the evaporation line formed by the liquid that sequentially

assemble the node (see Fig. D.8(c)), the neighboring nodes tend to select the same phase forming

ordered domains. However, over large scales, the coexistence of two phases inevitably leads to

phase boundaries in between (see Fig. D.8(d)).
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Figure D.8: Initial instability of the node and domain boundaries formation in a perfect triangular lattice af‐
ter transformation. (a) A schematic demonstrating the initial instability of a triangular lattice node. (c) Two
equally probable ways of transforming initial nodes leading to two different phases. (c) The evaporation line
formed during transformation and the unit cells are assembled sequentially from right to left. (d) Phase bound‐
ary forms between two phases. Scale bar, 100 μm.

D.3.4.3 Stability of the assembled microstructures under harsh conditions

The reconfigured structure is maintained by both the kinetic trapping of the polymer conformation

and the interfacial adhesion between the assembled walls. Such dual protection enables the robust­

ness of the assembled microstructures under various harsh conditions. For example, the structures

remain assembled when heated up to 130 ◦C (see Fig. D.9(a­b)). Although heating above Tg over­

comes the kinetic trapping and relaxes the polymer conformation, the material becomes sticky

and more importantly it becomes much softer due to increased molecular mobility – similar to

the swelling­induced rubbery state (plasticizing with solvents) that has a Young’s modulus of ∼80

kPa. If we assume that both cases have similar Young’s moduli, it then requires only an adhesion

energy of 1.5 mJ to hold the reconfigured structure (see discussion in SI section 2.3). Only a slight

bulging of the assembled walls was observed at 130 ◦C due to the thermal expansion of the LCP
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materials upon heating. Furthermore, the assembled structures stay robust after being immersed

in a poor solvent such as ethanol for a few days, indicating that, although ethanol may be able to

decrease (but not fully eliminate) the adhesion energy between the assembled walls, it cannot enter

the polymer network to alter the conformation of the polymer chains at the molecular scale, and

therefore cannot disassemble the microstructure (Fig. D.9(c)).

Figure D.9: Stability of the assembled microstructures under harsh conditions. Confocal microscopy images
of the assembled structure for (a) a triangular‐to‐hexagonal system and (b) a diamond‐to‐hexagonal system, at
room temperature (left), heated to 130 ◦C (middle), and cooled to room temperature (right). The structure is
locked in a fully assembled configuration throughout the heating and cooling process. (c) Optical microscopy
images of the assembled structure after immersion in ethanol for 0 day, 1 day, 2 days, and 10 days post assem‐
bly. Scale bar, 100 μm.

D.3.4.4 Reversibility and fatigue test

To test the reversibility of the transformation, ten back­and­forth repeated cycles of transformation

on the same cellular structure was conducted (Fig. D.10(a)). No noticeable fatigue behavior was

observed. As shown in the zoomed­in image, the walls remain clearly separated around the node
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after the 10th disassembly. We note that fatigue may occur with more transformation cycles, and

it is expected to first show at the hinges due to large deformations near the node.

D.3.4.5 Hysteresis test

The hysteresis behavior of the reversibility of the transformation over long time breaks was tested

over 3, 6, 9, and 18 days, and no noticeable hysteresis was observed (Fig. D.10(b)). Specifically,

the transformed structure was kept under its hexagonal configuration for a long period (3, 6, 9, and

18 days), and then subjected to disassembly and assembly process. The structure was shown to be

capable of complete disassembly and assembly over at least an 18­day break.

We note the potential ‘sticky’ problems over very long periods after transformation in systems

with polymer films in close contact. The hysteresis tests showed that a slightly higher concentra­

tion of DCMmight be required for a larger swelling sufficient to peel apart the assembled walls as

compared to freshly assembled structures, due to an increase in the interfacial adhesion. Further­

more, different crosslinking densities of the polymer may affect the hysteresis behavior. With a

lower crosslinking density, the polymer is likely to be stickier and is more vulnerable to hysteresis

during repeated transformation. For the purpose of robust reversibility, we choose the crosslinking

density of LCP within a range of 1.5 to 3wt

D.3.5 Generalization of the topological transformation

D.3.5.1 Other lattice geometries

Our theoretical model predicts that the capillary forces prefer to assemble edge pairs with smaller

angles. Addition geometries are designed and experimentally tested based on this general principal
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Figure D.10: Reversibility, fatigue and hysteresis test with LCP (2wt%). (a) Reversibility and fatigue test over
ten cycles. (b) Hysteresis test over time breaks of 3, 6, 9 and 18 days.
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(Fig. D.11). It is important to note that geometrical compatibility also needs to be taken into account

when considering certain lattices, such as the diamond lattice (shown in manuscript Fig. 53a, iv).

If both small angles at the rhombus nodes were closed, the transformed nodes would fail to repack

into a connected lattice due to geometrical frustration. Under this circumstance, one of the smallest

angles at each node has to open up to be compatible with other nodes, which results in a hexagonal

lattice.

Figure D.11: Topological transformation of complex lattice geometries in large areas. (a) Circular lattice (inset)
transformed to a square lattice. (b) Initial kagome lattice (inset) transformed to a hexagonal lattice. (c) Trans‐
formation of flower‐patterned lattice. Scale bar, 100 μm. (d) Initial isolated rings transformed to an intercon‐
nected square lattice. When the top surface is coated with conductive materials, such transformation could be
potentially used to alter the conductivity of the cellular structures. Scale bar, 30 μm.
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D.3.5.2 Other structural dimensions

Figure D.12: Topological transformation of cellular structures with edge length l=20 μm, b=2 μm, and h=10
μm. (a) Initial triangular lattice and (b) assembled hexagonal lattice. (c) Initial diamond lattice and (d) assembled
hexagonal lattice. These results prove that, as predicted by our theoretical model (Fig. D.2), our strategy is
applicable to smaller scales. Scale bar, 20 μm.

D.3.5.3 Other materials

PHEMA­co­PBA The generality of the transformation strategy to other materials was successfully

demonstratedwith poly(2­hydroxyethylmethacrylate­co­n­butyl­acrylate) (PHEMA­co­PBA) (55.4

: 44.6 mol%), as shown in Fig. D.13(a). The PHEMA­co­PBA was synthesized following a re­

ported procedure with adjusted chemistries12. The polymer precursor was prepared by mixing 200

mg 2­hydroxyethyl methacrylate (HEMA, Sigma­Aldrich) with 200 mg n­butyl acrylate (Sigma­

Aldrich) and 10 mg Darocur®1173. The mixture was then exposed to UV light (Dymax Model

2000 FloodUVCuring System, light intensity of∼18mW/cm2) under a nitrogen atmosphere for 15

s×3 to yield a prepolymer solution. Additional 4mg of Darocur®1173 and 6mg of 1,6­Hexanediol

diacrylate (HDDA) were added to the precursor solution for the molding and polymerization fol­
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lowing the same procedure described in SI section 3.2.

Molecularly aligned side­onLCPHierarchical deformation of the cellular structureswas achieved

by imprinting the material with anisotropic thermal responses from aligned LCPs. Here we present

the results using a different LCP material from the one described before – a side­on LCP shown in

Fig. D.13(b) with LC mesogens aligned following a procedure we reported recently13. The reac­

tive monomer mixture was prepared following the procedure in SI section 3.2. For the alignment

and polymerization, 20 mg of the reactive mixture was applied into a PDMS mold and covered

with a glass substrate. The sample was then placed in a magnetic field generated by a NdFeB­

based magnet with surface field of 0.5 T (Fig. D.13(b)), heated to 80 ◦C (isotropic phase), cooled

down to 60 ◦C at a rate of 1 ◦C/min. The UV polymerization was conducted following the same

procedure described in SI section 3.2.

Figure D.13: Application to different polymeric materials. (a) Topological transformation of a poly(2‐
hydroxyethyl methacrylate‐co‐n‐butyl‐acrylate) PHEMA‐co‐PBA triangular cellular lattice to a hexagonal one.
(b) Schematic of experimental setup and LCP chemical constituents for the synthesis of molecularly aligned
nematic LCP.
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D.3.6 Free­standing cellular structures

In Fig. D.14, we show the microscopic image of a free­standing cellular film with a triangular

lattice. After liquid treatment, part of the initial triangular lattice is transformed to a hexagonal

one. However, since the thin cellular film cannot hold any force or moment, the film is warped

and curled by the liquid during the transformation. It indicates that the substrate anchoring guaran­

tees the stability of the cellular structure so that the transformation is immune from global floppy

deformations. Application­wise, a firm substrate also provides strong support to the cellular struc­

tures, which in turn possess characteristic surface properties. Additionally, without the anchoring

from the substrate, floppy lattice geometries such as square and rhombic lattices will collapse or

assemble chaotically (Fig. D.14(d)).

Figure D.14: (a‐b) The free‐standing triangular cellular mesh with soft deformable substrate: (a) initial struc‐
ture upon exposure to liquid (acetone); (b) partially assembled structure after the evaporation. (c‐d) The free‐
standing square cellular mesh with soft deformable substrate: (c) initial structure; (d) after the evaporation, the
structure assembled chaotically and deformed globally due to the floppy nature of square lattice.
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D.3.7 Local transformations with small droplets

Localized transformations can be achieved by applying a small amount of liquid to a large sample,

such that only the area that is in contact with the liquid will be transformed (see Fig. D.15). Such

localized control of transformations could be potentially used for area­specific applications. Due

to the compartmentalized nature of the cellular structure, the applied liquid will tend to fully fill a

certain number of cells rather than spreading to larger areas with partially filled cells. Therefore,

the thickness of the applied solvent drop can be considered as no shorter than the cell height in

most cases. As shown in Fig. D.15(a) albeit complete transformation in a ∼ 500 μm × 500 μm

area. By varying the volume of the liquid applied, local topological transformations with different

feature sizes can be realized controllably (Fig. D.15(a­d)). Note that for some extreme cases where

the liquid volume is far below 1 μL, transformation was not observed due to insufficient swelling

and capillary work.

Local disassembly can be achieved with similar procedure, which enables more sophisticated

local patterns through sequential assembly and disassembly. In Fig. D.15(e), a small droplet was

first applied to a uniformly assembled hexagonal lattice that disassembled a∼ 1500 μm× 1500 μm

area. Then, a ∼ 500 μm × 500 μm area within this disassembled region can be assembled again by

a smaller droplet yielding concentric rings of assembled and disassembled lattices. Furthermore,

such local control can also be integrated with the trapped intermediate configurations described in

manuscript Fig. 52(g) for more complex patterns and corresponding functions (Fig. D.15(f)).
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Figure D.15: Localized transformation with small droplets. (a‐d) Localized transformation of the triangular lat‐
tice into a hexagonal lattice with different sizes of the applied droplets. Note that the small droplet applied
tends to spread to a hexagonal shape due to the symmetry and connectivity of the initial triangular lattice.
(e) Multi‐step localized transformation after a sequential assembly (large area)‐disassembly (medium area)‐
assembly (small area) process. (f) Integration of the kinetic trapping effect of buckled walls with the local trans‐
formation.
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D.3.8 Phase design

D.3.8.1 Geometrical perturbations

To obtain a defect­free assembled structure, small geometrical perturbations can be introduced to

the initial triangular lattice to make every node favor one phase over the other. Our theoretical

model indicates that edges with smaller angles are easier to assemble than those with larger angles.

Therefore, by perturbing the angles at the initial nodes by a small angle Δα, we can design the

structure to favor a chosen phase at every node (see Fig. D.16(a) as an example for favor phase I).

Experimentally this is realized by building structures with slightly curved walls (see Fig. D.16(b)).

Specifically, to design a node with its angles perturbed by Δα, we fabricate curved walls with radius

ρ = l/(2 sin α
2 ) and central angle 2Δα. We choose Δα = 2.5◦ where the actual difference between a

lattice with curved edges and a perfect lattice is visually indistinguishable (see Fig. D.16(c), where

the inset of shows the marginal difference of the curved triangle and the perfect triangle in terms

of CAD design).

The indistinguishable imperfections introduced to the triangular lattice have a profound impact

during the capillary assembly. As shown in Fig. D.16(d) when the lattice is swelled by the liquid,

the buckling modes of the edges are altered by the imperfections in a way that favors Y shape

nodes. The capillary forces then further zip up the closer walls to form a uniform hexagonal lattice.

Fig. D.16(e­h) show SEM, optical, and confocal microscopic images of the assembled perfect

hexagonal cellular structures in large areas. No defects or domain boundaries appear in this case,

due to the controlled geometrical perturbations introduced in the structure.
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Figure D.16: Perturbation design for uniform assembly. (a) The phase selection can be controlled at each ini‐
tial node by introducing a small difference in the local angles Δα. (b) A schematic of the experimental design
of the node to favor phase I using curved walls. The schematics exaggerate the curvature used in the experi‐
ments shown in c‐f. (c) Actual structure with slightly perturbed angles Δα = 2.5◦ (imaged by SEM). The inset
shows the corresponding CAD design. The initial structure is visually indistinguishable from a perfect trian‐
gular lattice. (d) Confocal snapshots of the assembly of a perturbed triangular lattice at different time points.
(e‐g) Initial triangular lattice with Δα = 2.5◦ is transformed to a perfect hexagonal lattice with a single uniform
phase without phase boundaries: (e) top view, (f) tilted view and (g) zoomed‐in tilted view. Scale bar, 100 μm.
(h) Large‐area uniformed transformed samples (1.5 cm × 1.5 cm, much larger samples are readily accessible
with molding) used for friction and wetting measurement. Homogeneous transformations are observed in ev‐
ery region as illustrated by twelve different regions of sample each containing roughly 20 by 20 compartments
(2 mm by 2 mm in size).
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D.3.8.2 Phase boundary design

Since designing the orientation of the wall curvature enables one to program each individual node

to favor either phase I or phase II (Fig. D.17(a)), the locations of phase boundaries can be easily

controlled by prescribing the distribution of the two types of angular perturbations. Fig. 17b

illustrates how structures with two regions, consisting of nodes with perturbations that favor phase

I or phase II, respectively, lead to an assembled lattice with domains concatenating with each other

at the phase boundary, with phase I on the left and phase II on the right. Again, while the schematic

in Fig. D.17(b) shows exaggerated curvatures, the actual structures are indistinguishable from a

perfect triangular lattice. It is worth noting that the specific design of the edges on the boundary

does not matter, because the position of the defect is determined by the phases of bulk structures

rather than the specific imperfections on the boundary. Fig. D.17(c) shows the emergence of a phase

boundary upon reconfiguration. The left part and the right part of the structure corresponding to

different phases. Furthermore, such phase boundary design can be applied to form more complex

patterns, as exampled in Fig. D.17(d) as a heart pattern. We note that the large area SEM image

is stitched from 4 small panels. Fig. D.17(e) shows that the differences between two phases are

optically invisible before capillary reconfiguration and become visible afterwards. The encryption

level of this method is determined by the value of perturbation curvature and the unit cell size. If a

computer equipped with a high­resolution camera is able to pick up the curvature in each unit cell,

then we need to increase the level of encryption by either decreasing the curvature or making the

unit cells smaller. Generally, we believe that our current information encryption method cannot be

easily picked up by a computer. For example, the demonstrated information encryption samples

usually contain 50 by 50 unit cells. A high­resolution camera can take a picture with roughly 2000
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by 2000 pixels with each unit cell described by 40 by 40 pixels. With a perturbation of 2.5 deg,

the maximal deviation of the curved edge is roughly 0.01 times the unit cell length, which cannot

be picked up by a 40 by 40 resolution picture. After the transformation, such subtle difference is

strongly magnified by the phase boundaries that are visible even by naked eyes (see Fig. D.17(e)).

Lastly, depending on the fabrication accuracy, the perturbation angle can be further decreased to

ensure stronger encryption.

Figure D.17: Phase boundary design. (a) Schematics of two imperfection designs that lead to phase I and
phase II respectively. (b) Design of a phase boundary by controlling the distribution of the two types of an‐
gular perturbations. (c) SEM image of the engineered phase boundary: the nodes on the left are designed to
favor a different phase than the nodes on the right. Scale bar, 100 μm. (d) Phase designed heart pattern before
and after transformation. Scale bar, 400 μm. (e) Photos of microstructures with designed phase boundaries
before and after capillary reconfiguration. The boundary between the two phases is optically visible in the
assembled structures. Scale bar, 5 mm.
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